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EX PARTEO January 13, 2000
COMMUNICATIONS COUMISSION
Dear Commissioner, OFFICE OF THE SECRETARY

Unfortunately, this one copy
of the Bell Labs journal, as well
as my cover memo to you, was not
included in my fax to you which was
sent yesterday.

I hope that the fact that the
journal article is a simple
technical reprint will enable you
to look at the information in this
packet prior to your meeting next
week. Only on Tuesday did I learn
that you have an information
"blackout" period prior to your
meetings.

Sincerely,

RS

Deborah S. Proctor
General Manager

PS: The other items and the cover
letter were faxed to you yesterday.




EX PARTE ORLATE FILED

— ORIGINAL

To: Commissioner William Powell January 12, 2000

Fr: Deborah S. Proctor

Re: LPFM Considerations RECEIVED
MAR 06 2000

PEDERAL COMMUNICATIONS COMMISSION
Dear Commissioner Powell, OFFICE OF THE SECRETARY

Thank you for meeting with me and the other broadcasters
from North Carolina this past Tuesday; we appreciate the time
which you gave to us.

Here is the copy of the technical papers which I said I
would send to you at that meeting.

At that meeting, you impressed me with your
openness and concern for trying to understand our
worries about LPFM. You asked real questions and I
feel you are really trying to understand our technical
worries about LPFM. Please consider being our advocate
next week. There can be a citizen's radio service, but
it needs to be thought out better than this.

I hope you can scan through this material and consider that
there is a specific and proven way to measure and calculate
signal impairment to radio transmissions, and it is not congruent
with the way which the FCC staff made their recent determination
concerning the impact of LPFM on FM broadcasting.

Dbhad,

SIS




Chapter 19

PROPERTIES OF THE FREQUENCY-MODULATED SIGNAL

Phase and frequency modulation are defined, and the
similarities and differences between these Se.o forms of
angle modulation are discussed. The expression for the
FM or PM signal is analyzed to determine the spectrum
when the modulating signal consists of one or ES&
sinusoids. The problem of extending this analysis to
cover more complex modulating signals is then con-
sidered. Other topics include the bandwidth required for
transmission, the effect of nonlinear input-output char-
acteristics, and limiters.

The material presented in this chapter is essentially a review of
certain aspects of modulation theory which is necessary as back-
ground for those chapters on FM systems analysis which mozoﬁ.
For a more detailed discussion of particular points, the wmmaw« is
referred to standard texts on modulation theory, such as those listed
under References at the end of this chapter.

INTRODUCTION TO PHASE AND FREQUENCY MODULATION

Comparison of Amplitude Modulation and Angle Modulation

Any sinusoidal carrier may be subjected to two distinctly different
types of modulation. These are amplitude modulation and angle
modulation, both of which may be defined with reference to
Eq. (19-1).

M(t) = A cos (ot + b) (19-1)

Here A is the amplitude of the sinusoidal carrier and wct + s.mw the
angle. The carrier frequency is w. radians/second. If ﬁ.rm n.omaem.zﬁ A
is by some means varied with time, amplitude modulation is obtained.

436
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If, instead, ¢ is varied with time, the result is angle modulation. The
general angle-modulated wave might then be expressed as

M(t) = A.cos [wd + o (t)] (19-2)
where

M (t) = angle-modulated carrier
A. = peak carrier amplitude in volts
w. = carrier frequency in radians/second

¢ (t) = angle modulation in radians

If angle modulation is used to transmit information, it is necessary
that ¢(t) be a prescribed function of the modulating signal to be
transmitted. For example, if V (¢) is the modulating signal, the angle
modulation ¢ (t) can be expressed mathematically as

¢ (1) = fIV(1)] (19-3)

Many varieties of angle modulation are possible, depending on the
selection of the functional relationship. Two of these are important
enough to have the individual names of phase modulation and fre-
quency modulation.

Phase Modulation and Frequency Modulation

The difference between phase and frequency modulation can be
understood by first defining four terms, as follows.

The instantaneous phase and instantaneous phase deviation are,
with reference to Eq. (19-2),

Instantaneous phase = w.t + ¢ (t) radians (19-4)
and

Instantaneous phase deviation = ¢ (t) radians (19-5)

The instantaneous frequency of an angle-modulated carrier is de-
fined as the first time derivative of the instantaneous phase. In
terms of Eq. (19-2) the instantaneous frequency and the instantane-
ous frequency deviation are

Instantaneous frequency = 4 [wet + d(t)]

dt
= w. + ¢’ (t) radians/second  (19-6)
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and
Instantaneous frequency deviation—= ¢’ (t) radians/second (19-7)

Using these definitions, phase modulation (PM) can be defined as
angle modulation in which the instantaneous phase deviation, ¢(t),
is proportional to the modulating signal, V(¢). Similarly, frequency
modulation (FM) is angle modulation in which the instantaneous
frequency deviation, ¢’ (L), is proportional to the modulating
signal, V (¢). Mathematically, these statements become, for phase
modulation,

d(t) = kV (1) (19-8)
and for frequency modulation, .
¢ (1) = kiV(t) (19-9)
from which
b(t) = 5\«43&? (19-10)

where k and k; are constants.

These results are summarized in Table 19-1. This table also illus-
trates phase-modulated and frequency-modulated waves which occur
when the modulating wave is a single sinusoid.

TABLE 19-1. EQUATIONS FOR PHASE- AND FREQUENCY-MODULATED CARRIERS

Type of Modulating
modulation signal Angle-modulated carrier
(a) Phase *a\:v M(t) = A, cos [wct + kV ()]
(b) Frequency V(t) M(t) = A, cos [w;t + F\.«QS&&
(¢) Phase A, cos wyt M(t) = A, cos (w.t + kA, cos @,t)
. kA
(d) Frequency —A, sin w,t M(t) = A_cos AE% + 7Y cos Scnv
Wy
k_\»c .
(e) Frequency A, cos w,t M(t) = A cos | wt + -- sin @t
Wy

Figure 19-1 illustrates amplitude, phase, and frequency modulation
of a carrier by a signal which consists of a single sinusoid. The
similarity of waveforms of the PM and FM waves shows that for
angle-modulated waves it is necessary to know the modulation func-
tion; that is, the waveform alone cannot be used to distinguish be-
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tween PM and FM. Similarly, one cannot look at Eq. (19-2) and tell
whether it represents an FM or a PM wave. It could be either. A
knowledge of the modulation function, however, will permit the cor-
rect identification. If d(t) = kV (t), it is phase modulation and, if
¢ (t) =k V() it is frequency modulation.

Comparison of (¢), (d), and (e) in Table 19-1 shows that the
expression for a carrier which is phase or frequency modulated by
a sinusoidal type signal can be written in the general form of

M(t) = Accos (wet + X cos wot) (19-11)
where
X =kA, for PM, (19-12)
and
= B oy (19-13)

Here X is the peak phase deviation in radians and is called the
index of modulation. For PM the index of modulation is a constant
independent of the frequency of the modulating wave, and for FM
it is inversely proportional to the frequency of the modulating wave.
Note that in the FM case, the modulation index can also be expressed
as the peak frequency deviation, kiA,, divided by the modulating
gignal frequency, wv. The terms high-index and low-index of modula-
tion are often used. It is difficult to define a sharp division. In
general, however, the term low-index would normally be used when
the peak phase deviation is less than one radian. In a later section,
the effect of the index of modulation on the frequency spectrum of
the modulated wave wil], be considered.

When the modulation function consists of a single sinusoid, it is
evident from Eq. (19-11) that the phase angle of the carrier varies
from its unmodulated value in a simple sinusoidal fashion, with the
peak phase deviation being equal to X. The phase deviation can also
be expressed in terms of the rms phase deviation, which for this case
is X/\/2. Similarly, the frequency deviation of a sinusoidally modu-
lated carrier can be expressed either in terms of the peak frequency
deviation, kiA., or the rms frequency deviation, which is kid./V2.
In the more general case where the modulation function is a complex
signal, such as broadband telephone multiplex or noise, the peak
value of the modulation function, and hence the peak phase or fre-
quency deviation, is not a precisely defined magnitude. For these
cases, the phase or frequency deviation of the carrier is normally
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expressed in terms of the rms value. The peak phase or frequency
deviation is then equal to the rms value times an appropriate peak
factor for the modulating signal, with the peak factor chosen so that
the actual deviation exceeds the computed peak deviation only a speci-
fied percentage of the time. The determination of the peak factor and
the general problem of treating these complex signals are discussed
in Chap. 10.

Phase and Frequency Modulators and Demodulators

A phase modulator, designated here as a PM modulator, is a device
which varies the phase of a carrier so that the instantaneous phase
deviation is proportional to the modulating wave. On the other hand
an FM modulator, often referred to as an FM deviator, produces an
instantaneous phase deviation proportional to the integral of the
modulating wave. This suggests the following possibility. If a modu-
lating wave V (t) is differentiated before being applied to an FM mod-
ulator, the instantaneous phase deviation will be proportional to the
integral of V’(t), or, in other words, proportional to V(t). Thus, an
FM modulator that is preceded by a differentiator actually produces
an instantaneous phase deviation proportional to the modulating wave
and is therefore equivalent to a PM modulator.

Other equivalences are also possible. Tor example, a PM de-
modulator is equivalent to an FM demodulator, commonly called an
FM discriminator, followed by an integrator. Several equivalences
are listed below and illustrated in Fig. 19-2.

1. PM modulator = differentiator -+ FM modulator
PM demodulator = FM demodulator + integrator
FM modulator = integrator -~ PM modulator
FM demodulator — PM demodulator +- differentiator

Lol

SPECTRA OF FM AND PM WAVES

Introduction to Frequency Analysis of FM and PM Waves

In the case of amplitude modulation, it is easy to demonstrate that
the frequency components of the modulated wave consist of a carrier,
an apper sideband, and a lower sideband. The frequency components
of the upper sideband have the same form as the components of the
modulating wave except that they have been translated upward in
frequency by an amount equal to the carrier frequency. The lower
sideband is a mirror image of the upper sideband about the carrier
frequency. This is illustrated in Fig. 19-3. For every component at
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(b) Two methods of frequency modulation and demodulation

Fic. 19-2. Phase and frequency modulation and demodulation.

a frequency f. in the modulating wave there are two components
in the modulated wave; one is at a frequency fo + f» and one at a fre-
quency fo — fv, where fc is the carrier frequency. In a sense then,
superposition holds since the effect produced by any particular modu-
lating component does not depend on the other modulating components
which are present. This makes amplitude modulation easy to deal
with. For example, the bandwidth required to transmit a double-
sideband AM wave is easily determined. If the highest frequency
component in the modulating wave is fu, the modulated wave is re-
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Fic. 19-3. Frequency spectrum of an amplitude-modulated wave.

stricted to the frequency range which extends from fo— foto fe+ fo,
and the required bandwidth is 2f, centered at a frequency f..

In the case of frequency modulation, the frequency components of
the modulated wave are much more complexly related to the com-
ponents in the modulating wave. In a strict mathematical sense,
a single modulating tone produces an infinity of sideband tones,
although most are negligibly small. This in itself complicates the
frequency spectrum of an FM wave. In addition, the sideband com-
ponents produced by any single-frequency component in the modu-
lating wave depend on all the frequency components in the modulating
wave. Hence, superposition does not apply.

Is it really advantageous to deal with the frequency components of
an FM wave in view of this difficulty? At the present time, the
answer seems to be that this is the best way known. The transmission
characteristics of networks, interstages, and other transmission paths
are specified as a function of frequency. Imperfect transmission at
any particular frequency will affect only those frequency components
of the signal which are at that frequency, but this in turn may cause
serious impairment to the signal being transmitted if the imperfection
is not properly equalized before the FM discriminator. Furthermore,
consider the problem of determining the required bandwidth; this
clearly depends on the location of all of the important frequency
components in the wave. So in spite of the difficulty, some knowledge
of the frequency components of an FM signal is essential.
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>hase and Frequency Modulation by a One-Tone Signal

The frequency analysis of the FM or PM wave will now be con-
.idered for the case where the modulating signal is a single sinusoid.
et the frequency of the modulating signal be e radians per second
«nd the peak phase deviation be X: radians. Thus, for this case,

M (t) can be written as
M(t) = Accos (ot + X, cos wit) (19-14)

As this equation now stands, the separate frequency components are
not obvious. However, Bessel function identities are available which
may be applied directly to the problem at hand; several are given

below.

sin (a + X sin B) = M Ju(X) sin (@ 4+ nB)  (19-15)

n=-—®,

cos (@ + X sin B) = M Ju(X) cos (a +-nB)  (19-16)

n=—o

sin (a + X cos B) = M J»(X) sin AQ + np +|§.NHV (19-17)

n
w

cos (a + X cosB) = M Jn(X) cos AQ + npB +\:|wﬂlv (19-18)

n=—w

Here J.(X) is the Bessel function of the first kind of nth order and
of argument X. Values of J.(X) for several values of X are shown
in Table 19-2. A more complete tabulation of values may be obtained
in References 2 and 3. Note that the argument X is the index of
modulation.

The identity given by Eq. (19-18) can be applied to the signal of

Eq. (19-14) to give
ESH? M ,:CSSM Aeg + nont + wmv (19-19)

n=—®

\l!‘!
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The first few terms may be written as

M) = A TCCS Smeﬁil;xagm Tsn +e_:+ ﬂ

4+ Jo1(Xy) Sm_HAeh — )t — N&

+ J2{X1) nOm_HAen + 2an)t +MN3.|Q

2

1 J-2(X) cos Tenlweilmﬁg 4 * (19-20)

Because of the identity
J-n(X) = (—=1)"J=(X) (19-21)

it follows that M () can be written as
M(t) = .PUTOCDV cos wet + J1(X1) cos _H?; + o)t + \qmﬂlu_
+ Ji (X)) cos —Hﬁee — i)t +IWIQ — J2(X,) cos [(wc+ 2w} t]

— J2(X1) cos [(@wc — 2wi1)t] + - - (19-22)

Equation (19-22) shows that the single sinusoidal modulating wave
has produced sets of sidebands displaced from the carrier by mul-
tiples of the modulating frequency. These successive sets of sidebands
are often referred to as first order sidebands, second order sidebands,
etc., the magnitudes of which, relative to the carrier, are determined
by the coefficients J1(X1), J2(X1), etc., respectively. As Table 19-2
and Fig. 19-4 show, the higher order sidebands rapidly become un-
important as the index of modulation, X, becomes less than unity.
For larger values of X, the value of J.(X) starts to decrease rapidly
as soon as n = X.

TABLE 19-2. VALUES OF J,(X) FOR SEVERAL VALUES oF X

X =1/2 X=1 X=2 X=23 X =10
Jo(X) 0.938 0.765 0.224 —0.260 —0.246
J (X)) 0.242 0.440 0.577 0.339 0.043
Jo (X) 0.031 0.115 0.353 0.486 0.255
J3(X) 0.003 0.020 0.129 0.309 0.058
J(X) 0.000 0.002 0.034 0.132 —0.220
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L
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F1c. 19-4. Amplitude spectrum of A, cos (w.t + X cos @;t) for various
values of X.

As the index, X, is increased from small values, the magnitude of
the carrier, given by A. Jo(X), decreases. For X = 2.405, Jo(X) = 0,
and the carrier vanishes. This property is frequently used to deter-
mine, or to adjust, the deviation sensitivity [the coefficient ki of
Eq. (19-13)] of an FM deviator.

In many situations, useful engineering results can be obtained by
replacing the Bessel functions by their power series expansions. As
may be seen from Table 19-3, the power series expansions converge
relatively swiftly, provided that the index of modulation is less
than unity.
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TABLE 19-3. BESSEL FUNCTION SERIES EXPANSIONS

Funetion Expansion
Jo(X) 1
p E
J1(X) X _x | X
! 2 6 T 381
Jy (X) X2 _ X+
2 8 96 T
J3(X) X _ X5 L
48 768

For single-tone modulation, substitution of the series expansions
of Table 19-3 into Eq. (19-22) yields the expressions for magnitudes
of the spectral components, relative to the carrier, given in Table 19-4.
This table also gives numerical values for X = 1,/2 and X = 1, which
may be compared to the exact values of Table 19-2.

TABLE 19-4, APPROXIMATE EXPRESSIONS FOR AMPLITUDES OF SPECTRAL COMPONENTS
(RELATIVE TO CARRIER) FOR SINGLE-TONE MODULATION

Numerical value
Approximate
Component expression X, =1/2 X =1
Jo(X;) X,
(carrier) 1- - 0.938 0.750
J(Xy) 2
(first order mﬂt A 1 — |.N|~|v 0.242 0.438
sideband) 2 8
»\w AN—V X 2
(second order =L 0.031 0.125
sideband) 8
’wm Akmv X 3
(third order s 0.003 0.021
sideband) 48

Phase and Frequency Modulation by a Two-Tone Signal

The determination of the spectral components of an FM or PM
wave becomes increasingly difficult as the number of modulating
tones is increased. To develop the concepts and analysis involved,
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it is useful to consider next the case where a second sinusoidal signal
is added to the modulating signal. For this case the modulated
carrier can be written as

M(t) = Ac cos (wct + X cos wit + X cos wat) (19-23)

It is convenient to start the analysis by first writing Eq. (19-23) in
the form

M(t) = A.cos A emh + X, cos w1t + Sm“ +N~8m enmv :w-m&

Using the trigonometric identity

cos (A + B) =cos A cos B— sin A sin B, (19-25)

Eq. (19-24) can be written as

M(t) = Accos ASNL + X1 cos eav cos A emﬂ + X, cos e&v

— sin Am% + X1 cos ot v mE A em“ +58m§ v :w-ms

The identities of Egs. (19-15) through (19-18) can now be applied;
thus,

M(t) = A. M T (OF1) SmAe% +=ea+|3whv

n=— o

. M Jm (X2) cos AEM% -+ mwst +%v

nm=—

- . w.t nwr
_ M T (X1) WEA - +§i+1m|v

. M ,:.vaa: A em“ +§§+ SNJ :w-md

m=— =
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This equation may be written as

«©

M(t) = Ac M M Jn(X1) In(X2)

n=-= m= -«

eam 33. Son 3:..
_HnomA 9 —+ neit + Imlv oomA > +Se& +lm|v

.EA IEH.EA NEH
ImEA 5 +$ea+ 5 VmEA 5 +§e&+ wvg

(19-28)

By means of Eq. (19-25) further reduction can be obtained to give

M(t) = A M M Ja(X1) Im(X2)

n=-—x m= - ®

- cos _HASQ + nw; + mw:)t 4 Eﬁ@ (19-29)

This equation is the desired result. It indicates that not only will
there be sideband components displaced from the carrier by all pos-
sible multiples of the individual modulating frequencies, but also
there will be components displaced by all possible sums and differ-
ences of multiples of the modulating frequencies. The sideband
components in Eq. (19-29) can be split into three types: (1) the
frequencies which would have been present (as in Fig. 19-4) if
only X: cos wit had been applied as a modulating signal; (2) the
frequencies which would have been present if only X: cos wst had
been applied; and (3) all the possible sum and difference components
of the form (w. = nw £ Mws).

Figure 19-5 shows the amplitude and relative phase spectra of the
zero, first, and second order components obtained from Eq. (19-29)
for the condition X: — 1/2 and X: = 1. In the general case, the order
of the component is equal to the sum of the magnitudes of the orders
of the Bessel functions used to compute the amplitude of that com-
ponent. For example, a second order component in Eq. (19-29) is
any component for which | m | + | »n| = 2.

An important difference between frequency modulation and ampli-
tude modulation can be illustrated if in Eq. (19-23), for the two-tone
FM wave, the modulation function for the second tone is written
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»

as X2 sin wqf instead of X cos w:f. Equation (19-23) then becomes
M(t) = A;co8 (ot + X1co8 ant - X2 8in wst) (19-30)

For this case, the reduced equation corresponding to Eq. (19-29)
may be obtained by substituting wst — #/2 for wst in Eq. (19-29),
which yields

M) = A. Ms M In(X1) Im(X2)

L) m=-—

- oS _H?: + nwy + mwg) t + §|mau_ (19-31)
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From this double summation, certain terms are extracted and listed
in Table 19-5.

TABLE 19-5. SELECTED TERMS FROM EqQ. (19-31)

Sideband n m Term

(a) Upper second order 2 0 A, J (X)) Jo(Xp)cos[(w, + 2w1)t + 7]
sideband of
(b) Lower second order |—2 0 [A.J_2 (X)) Jo(Xp)eos[{w, — 2wy}t — 77]
sideband of @,

(¢) Upper first order 0 1 A, Jp(X))J (X)) cos (@, + wa)t
sideband of '
(d) Lower first order 0 {—1 A Jo(X ) (Xp)eos(w, — we)t

sideband of we

Suppose that w, = 2w, precisely ; that is, the modulation is a funda-
mental plus a second harmonic component. Under this condition,
we + 201 = we + o and w. — 201 = w. — w2. In Table 19-5, side-
bands (a) and (¢) can now be combined, as can (b) and (d). Use
of Eq. (19-21) and the identity cos (C = w) = —cos C gives the re-
sults shown in Table 19-6.

TABLE 19-6. TERMS OF TABLE 19-5 FOR @y = 2

Sideband Components Amplitude

(a) Upper sideband | (a) and (¢) of | —A, Jo (X)) Jo(Xy) + A, Jo(X))J1(X,)

at w. + 2w, Table 19-5
(b) Lower sideband | (b) and (d) of | ~A, J2(X)Jo(X3) — A, Jo(X,)J(X5)
at w, — 2w, Table 19-5

Now, let X, and X; be such that A.J2(X1) Jo(X:2) = A Jo(X1)J1(X3).
For this case, the upper sideband at w. + 2w, vanishes, but the lower
sideband does not. This case illustrates that the spectrum of an FM
wave can be nonsymmetrical with respect to the carrier. This cannot
happen in amplitude modulation. The result implies that suppression
of one sideband of an FM signal may result in distortion; that is,
the original modulation function information is not always contained
equally in both of the sidebands and some of this information may be
lost if only one sideband is used. As a numerical example of this
special case, let X; = 1. From Table 19-2, it follows that for the re-
quired condition, 0.115 A, Jo(X.) = 0.765 A. J: (X:). Using tables, it
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is found that X, = 0.298, Jo(X2) = 0.979, and J1(X:2) = 0.147. If
M(t) is a PM signal, Eq. (19-12) can be used to show that the ampli-
tude of the second harmonic must be 10.5 db below the fundamental.
Similarly, if M(t) is an FM signal, the amplitude of the second
harmonic must be 4.5 db below the fundamental [from Eq. (19-13)].

Phase and Frequency Modulation by Three or More Tones

Some very useful relations, applicable to the modulation produced
by random noise, for example, can be obtained if the general case
where the modulation consists of N sinusoids is considered. To fully
illustrate some of the mathematical manipulations involved, it is
convenient to analyze first one additional specific case—namely, the
case where the modulating signal consists of three sinusoids. For this
case the modulated carrier can be written as

M(t) = Accos (wct + X, cos wit + Xz cos wat + X5 cos wst)  (19-32)
As in the previous analysis, this equation will be written as

wct

M((t) “\»nOOmﬁAemw +N~nom€~mv+A 3 +Nnoom8»wv

4+ Aemﬂ + X5 cos wst VH_ (19-33)

To simplify notation for the next steps, let

v

m= Swam + X, cos wif

N2 = MWM + X:cos wot (19-34)
N3 = QW& -+ X3 cos wat

Substituting Eq. (19-34) into Eq. (19-33) gives
M(t) = A.cos (m1 + M2 + m3) (19-35)
Equation (19-25) is now applied to expand Eq. (19-35). Thus,

M(t) = A. [cos i cos (2 4 7Ms) — sin M sin (2 +m3)1  (19-36)

Chap. 19  Properties of the Frequency-Modulated Signal 453

This equation can be further expanded by using Eq. (19-25) and
the identity

sin (A 4+ B) =sinAcosB+cos A sin B (19-37)
Thus, Eq. (19-36) becomes

M(t) = Ac (co8 71 €08 12 €OS N3 — €OS 71 SiN N2 sin 73
— sin ), 8in mz cos 13 — Sin 71 COS 7Nz sin n3)  (19-38)

Note that to write M(t) in the form of Eq. (19-38), the double
angle formulas of the forms given by Eqgs. (19-25) and (19-37)
have been applied twice. For the general case of N modulating
sinusoids, these formulas must be applied N—1 times to reduce the
equation for M (t) to the same form as Eq. (19-38).

Each cosine and sine term in Eq. (19-38) can be expanded by the
Bessel function identities given in Eqgs. (19-17) and (19-18). For
example, using Eq. (19-18),

Sméﬂnom Ae"w& +N_nomsa v

= M Jn, (X1) nowA%wohuTS_sa.T@Hv

2
:~"|8
= M Ja, (X)) cos ar (19-39)
HHHIS
where
a = e% + mont + o (19-40)

Similar series expansions can be written for all of the other cosine
and sine terms of Eq. (19-38) and would result in the following
additional expressions, introduced to condense subsequent equations:

ar = 2 | naat + 22T (19-41)
3 2
o = 2t g nt 4+ 12T (19-42)
3 2
In the above expressions, 7, is an integer associated with each term
and which assumes all values from n, = —eo to n, = + . In the
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three-tone case, r takes the values 1, 2, and 3. In the case of N modu-
lating tones, r assumes integral values from 1 to N.

Having expanded each term of Eq. ( 19-38) by the appropriate
Bessel function and defined o, Eq. (19-38) can be written as

M) =4 D, In (X cosen > Tn(Xa) cos

:_.Hlno 2 E

Y Tn(Xa) cos

n_=-—ao®m

3

— Y In XD cos e > Ty (Xe) sinas

: - «© n,=—%x

1 2

. M Ja, (Xs) sin as

©

3

— Y ) sine > I (Xe) siney

n,= — e

1 2

Y, Tn(Xe) cosas

n - =

3

A
_ M .\.:ANL sin au M .?&N»vnomunn

=~NI|8 N"ls

LY UKo sines | (1943)

3
The following relationship may now be used:

0 w ©

S ow Y = DN wne s

n=-—-=% m=—-® n=-— o
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Applying this relationship to the first term, for example, of
Eq. (19-43) permits writing the term in the form

M Ju, (X2) Jny (X2)

n=—w n,==— o n,=-—
3

.?quuv cos oy €os az cos s (19-45)

If the other three terms of Eq. (19-43) are put into the same form,
and if the following definition is made,

=y S T (X0 T2, (X y (X) (19-46)

n=-w n, = - w n=—mm

1 2 3

Eq. (19-43) can then be reduced to the form

M (t) = A.B (cos ai €0os az CO8 a3 — COS a1 sin a3 sin as
— sin oy sin az cos as — sin a cos o2 sin as)  (19-47)

Note that Eq. (19-47) has the same form as Eq. (19-38) and thus
can be worked back to the form of Eq. (19-32); thus,

M(t) = A:. B cos (o1 + az + a) (19-48)

Substituting Egs. (19-40), (19-41), (19-42), and (19-46) into
Eq. (19-48) gives the final result:

M(t) = A. M M
=~"|8 :w"lﬂ

- CcOS Tea + mwy + new2 + nawz) t + (1 4+ n2 4+ :&\Mlu_

M Jn, (X1) Ty (X2) Ty (Xa)

3

(19-49)

Note that Eq. (19-49) is of the same form as that obtained in the
previous section for the two-tone case [Eq. (19-29)].
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The same method of analysis can be applied to the case of N modu-
lating sinusoids. When this is done, the following general result
is obtained:

) « N

M(t) = A M Ce M Tn (X))

n=—w n,=—o r

1 N

N N
.SmAeﬁfr M Nt + M ?wv (19-50)

r=1 r=1

In this equation, the symbol II denotes that all N of the J._ coefficients
are multiplied together.

It is apparent from Eq. (19-50) that the determination of the
spectral components of an FM or PM wave is a very formidable task
for even relatively small values of N. Fortunately, in many practical
cases of interest, the index of modulation is sufficiently low so that
the amplitudes of the various components can be obtained from
approximate expressions derived from Eq. (19-50). These expres-
sions are obtained by applying the series expansions of the Bessel
functions to the amplitude coefficient of Eq. (19-50) for each basic
spectral component.

As an illustration, consider the amplitude of the component that
falls at the carrier frequency. This is obtained from Eq. (19-50)
by setting all the n. = 0. Thus, if Ao denotes the amplitude of the
carrier component,

\

xﬁfﬂ”,bé - kkovv AlemHv

r=1

The series expansion for Jo(X) given in Table 19-3 is now substituted
into Eq. (19-51). Multiplying out, collecting terms, and neglecting
all powers greater than fourth, yields

N
_ 1 M 2 1
>o|>qAH|N\ X, +||Hm

r=1

)

=1

(N—-1)
r

N

2 2
M XX,
s=r+1l

N
1 4
+ 55 M X, v (19-52)
r=1
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Equation (19-52) can be written more compactly if an additional
small approximation is made. This approximation is to double the
coefficient of the last term, thereby introducing an error equal to

N
1,64 M X,'. However, in so doing, the last two terms of the equation

r=1

may be combined to reduce Eq. (19-52) to

N
_ 1% e, 0 )
d=a]1-L 3 e (3 N,v (19-53)
r=1

The series expansion for e~¢ is

mln”HlQuTbNWl.... (19-54)

It should now be observed that Eq. (19-563) has the same form as this
series expansion. If the parameter D, is defined as

N
_1 : -
Do =+ M X, (19-55)
r=1

it follows that Eq. (19-53) can be expressed as

— __Ds | Dy’
\»oll.bn A IlilT m v

Ibe\m

= A€ (19-56)

Equation (19-56) is the approximation desired. It is valid provided
that the peak phase deviation X, of each of the modulating signal
components is small, thereby permitting the approximations used to
obtain Egs. (19-52) and (19-53) to be made. More specifically, it is

N
required that M X,” be less than unity. The parameter Ds has an

r=1
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important significance. Since it is assumed that each modulating
signal component is sinusoidal, the rms phase deviation produced by
each component is equal to X./\/2, or the mean square deviation is
X,2/2. Hence, Ds is the mean-square phase deviation of the total
modulating signal, and \/Ds equals the rms phase deviation resulting
from the total signal.

The techniques-used to obtain Eq. (19-56) can be applied to find
approximate expressions for the amplitudes of the other sideband
components. Table 19-7 tabulates the results that can be obtained.

The utility of the approximations tabulated in Table 19-7 arises
from the fact that numerical methods can be used to calculate the
power spectrum of the FM wave for any baseband signal provided

TABLE 19-7. APPROXIMATE EXPRESSIONS FOR AMPLITUDES OF SPECTRAL
COMPONENTS (RELATIVE TO CARRIER) FOR N-ToNE MODULATION

Component Frequency Amplitude and relative phase
Zero order -D,/2
(carrier) D €
. 1 -D_ /2
First order We ¥ wr =+ o X, e ¢
2 —-D,/2
Second order w: * 2w, lumnl X, ¢
-D,/
Second order We * Wy X Ws + IWI XX e Dy72
Third order w. = 3w, + 1 .N.qu mlce\n
p 48
¢
Third order we = 20 * wy + m N‘wk.,. ml:e\m
Third order We = W T 0y > oy + »W! XXX, mics\m

N
1 1
bH|M 2 1
® 5 N‘Mm
r=1

Sign of amplitude term is determined by giving X,, X, and X, the same signs as

wr Ws and w;.
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that (1) the baseband signal can be expressed as a finite summation
of N sinusoids, and (2) the mean-square phase deviation, Ds, is no
greater than 0.5. Such a baseband signal is multichannel telephony,
if the assumption is made that each talker can be represented by a
single sinusoid. In making the calculations, a power summation is
made of all the products falling at each sideband frequency. The
product count results given in Chap. 10 are directly applicable.

Phase Modulation by a Band of Random Noise

When the baseband signal consists of many single-sideband, fre-
quency-multiplexed telephone channels, it is often convenient, both for
analysis purposes as well as system testing, to simulate the baseband
signal by an equivalent band of random noise. As might be suspected,
the determination of the sideband spectrum when the modulating
signal consists of random noise involves considerable analysis, and
the reader is referred to Reference 4, for example, for a detailed
illustration of the problem. A particular case of interest, often
assumed in the analysis of a radio system, is that of pure phase
modulation by a band of random noise extending uniformly across
the baseband from 0 to f, cps. For this case, the power density of the
sideband spectrum can be shown to be

bt o pE (2oay
o= o 1M 5 e
Ds ﬁ (3—xz)2 (1—x)°
+ ( ) 3 ) @
321 (T2 (z )
D, [ (4—2)2  (2—x)3
+‘J|ﬁ Ao 420 fr# (19-57)
4187 (27 ) 2 )

s(f) = power spectral density (watts) per cycle of bandwidth.

Ds — mean-square phase deviation of the total noise signal
(radians squared).

fi = top baseband frequency (cps).
| fe—f |

X = , where f. is the carrier frequency.

fo

) indicates that the enclosed term goes to zero when the
quantity n — x is negative.

— -~
N
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-b, represents the power in the modu-
dulated carrier of unity amplitude.
tabulated in Table 19-7 for the

e RN

"A AEN)

Carrier power /

rms phose deviation = VDs total signal power

niuo.wu radian 0.940 -
b — 0.50 radian 0.779
c— o.u‘u radian 0.608
d — 1.0 radian 0.368
/ \
\
\.n‘w\c \nl\c \n \..,AT? .\nnTN\w

Fig. 19-6. Sideband spectra of carrier, phase-modulated by a baseband sig-

nal consisting of a flat band of random noise which extends from
0 to f, cps.
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/\Ule. Although a curve is shown for /\y = 1, approximations made
in the analysis necessitate that vDs = 0707 (ie., Ds? = 1/2) for
greatest accuracy. This is the same restriction imposed on the
approximations made in deriving the coefficients for Table 19-7.

A qualitative understanding of the shape of the spectra in Fig. 19-6
can be obtained from the following considerations. First order side-
band components are formed by the modulation of the carrier and
the individual components of the baseband or modulating signal.
These sideband components will fall within the band bounded by

. = fo. Since the spectrum of the modulating signal has been assumed
flat, the spectrum of the first order sideband components will also
be flat versus frequency. This is true even though the amplitude of
each sideband component will, of course, be a function of the ampli-
tude of all the other components, as previously discussed in connection
with Eq. (19-29).

Second order sideband components, which fall within the band
pounded by f. = 2fs, arise from combinations involving the carrier
frequency and any second order combination of baseband frequencies
such as A + B, A — B, or 2A. The number of products formed is
greatest in the vicinity of the carrier, with the result that the power
in the second order sidebands is maximum around f. and drops off to
zero at frequencies greater than f. = 2fe.

In a similar manner, third order sideband components, which fall
in the region bounded by f. = 3fv, arise from combinations of the
carrier with third order combinations of baseband frequencies. Again,
more products are formed near the carrier frequency, so that the
power in the third order sidebands has a broad maximum in the
fe = fo portion of the spectrum and drops to zero at fo = 3f».

The result of power addition of the higher order components to
the first order sidebands accounts for the curvature in the spectrum
between f. — fo and f. + f» in Fig. 19-6. Notice that this curvature
increases in going from a low-phase deviation (curve a) to a high
deviation (curve d). This is because the power in the second and
third order sidebands builds up relatively rapidly as the phase devi-
ation increases. This is analogous to the way second and third order
modulation products increase relative to the fundamental as the input
to a nonlinear device is increased.. The same effect accounts for the
relatively slow falloff of higher order sidebands shown by curve d,
as against the rapid falloff of curve a.
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Spectra for High-Modulation Index

In much of the preceding analysis, approximations have been made
which have restricted the results to low-index systems, where the
mean-square phase deviation is one-half or less. An alternative
technique of approximating the spectrum of the FM wave, applicable
to sufficiently high-index systems, is generally known as the quasi-
stationary method of analysis. The basic idea may be illustrated
by considering an FM wave in which the carrier is 70 mc and the
modulating signal is a 100-cps square wave which deviates the
carrier =1 me. Then half of the time the FM wave is at 71 mec and
half of the time at 69 me. Thus, a spectrum analyzer would show the
spectrum as two spikes, or concentrations of power, at 69 mc and
at 71 me. Each would carry half the total power, or have 0.707 the
amplitude, of the unmodulated carrier. If the modulating signal is
triangular, so that the frequency sweeps linearly back and forth
between 69 mc and 71 mec, the spectrum is clearly essentially con-
tinuous and of uniform amplitude between 69 mc and 71 mec. If the
effective bandwidth of the spectrum analyzer is, say, 20 kc, the FM
wave will be in its passband 1 per cent of the time. The analyzer
will then show the uniform amplitude as 10 per cent of that of the
unmodulated carrier.

Although the quasi-stationary approach often gives useful results,
it should always be viewed with suspicion and used with caution.
For low-index systems, it gives wrong results and should be rejected
outright. For example, suppose the 70-mc carrier is to be deviated
+100 ke by a 1-mc square wave. Then the quasi-stationary method
says that half the power is at 69.9 mc and half at 70.1 me. This is
completely wrong. There is no power at those frequencies. A correct
analysis, using Edq. (19-50) or the approximations of Table 19-7,
shows the spectrum to have components spaced at 1-mc intervals
around 70 me. In fact, to pass a 1-mc square wave reasonably well,
spectrum components out to +10 mc from the carrier would need to
be transmitted.

The quasi-stationary approach may often be used when the index
is greater than 10, and the low-index approach of Table 19-T may he
used when the mean-square deviation, Dy, is less than one-half. This
leaves an area of medium indices where no suitable approximation
is at present known, and for which any analytical approach becomes
quite difficult. One technique is to bracket the problem, by examining
a low-index case and one of high-index, and arguing that the medium-
index case falls between.
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Exponential Notation and Vector Representation

In many instances the use of mxvocmsﬁmw notation for periodic
functions has advantages over the trigonometric notation which has
been used thus far in this chapter. A particularly useful application
is in the vector representation of AM and PM waves as an aid in
understanding the respective modulation processes. This will be
considered here.

A sinusoidal carrier cos w.t can be written as

Real )
jo t
part |e °
of
since
¢ = cos wet + 7 sin wct (19-58)

The exponential ¢ ig a rotating vector of unit length in the complex
plane, and its real part is merely its projection on the real axis.

This vector is shown for several values of time in Fig. 19-7.

Imaginary axis

Complex plane
T T~
3 7
t—= AH». / | ~ t = LM.H
N\
\\ \
o \
\ 135 . /’
1 _ . ) jt=0
_ 1 \ Real axis
/ /
\ /
\ /
// /
7/
N s
///’ \\\

FiGc. 19-7. Vector diagram of &“c* for various times.
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An amplitude-modulated wave with 50 per cent modulation (modu-
lation index = 1,/2) will now be examined. This can be written as

M(t) HAH+IM|8m8avoomeam

— cos w.t + Wl cos (we 4+ w1)t + IM\ cos (we — w1)t  (19-59)

This equation may be written in exponential notation as

Real ] jw b 1 e +ot 1 e —w)t
M(t) =| part eVt o T 2 g e
| of | 4 4

[ Real | : .

=1 part | AH gLl 1, Ev (19-60)
4 4

L of

In this form the carrier vector is multipled by the sum of a
stationary vector and two rotating vectors of equal size which rotate
in opposite directions. As may be seen in Fig. 19-8, the sum of these
three vectors is always real and, consequently, acts only to modify
the length of the rotating carrier vector. This produces amplitude
modulation as expected.

For the purpose of comparison, the frequency-modulated wave
of Eq. (19-22) will be similarly represented. If the index of modula-
tion is taken as 1/2, the second and higher order sidebands will be
small enough that they may be neglected. The constant multiplier 4.
will be considered equal to unity. Thus, for this case,

.\

Real jot e +wt+mT /2]
MO = par T.,:\s & 1 I (1/2) &N

()

L (1/2) mg.:eﬂsz:axﬁ H_ (19-61)

Real ) ;
M(t) =| part E?E?ﬁ::\s T

of

FJi(1/2) e T g (19-62)
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Fic. 19-8. Amplitude modulation — index of medulation = %.

The multiplying vector, after the constants are evaluated, becomes

Ac.wwm I_I 0.242 @...A€~n+ﬂ\nv + O.N#N ®|§E~nlﬂ\mvv

This vector is plotted for several values of time in Fig. 19-9, and it
may be seen that it has an essentially constant amplitude but a vari-
able phase. This, then, corresponds to phase modulation of the
carrier. If all of the higher order sidebands are retained, the multi-
plying vector would have a constant amplitude of unity, and the
maximum phase deviation would be exactly 28.6°, or 1/2 radian.
Several interesting conclusions may be observed from this com-
parison. A low-index PM or FM wave and an AM wave are similar
in the sense that they both contain the carrier and the same first order
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FiG. 19-9. Phase modulation — index of modulation = %.

sideband frequency compgnents. In fact, for the low-index case, the
amplitudes of the first order sidebands are approximately the same
for both waves when the indices are equal. The important difference
is in the phase of the sideband components. It may be expected,
therefore, that in the transmission of an FM or PM wave, the phase
characteristic of the transmission path will be extremely important
and that certain phase irregularities could easily convert phase-
modulation components into amplitude-modulation components. This

will be considered in Chap. 21.

Average Power of an FM or PM Wave

The average power of an FM or PM wave is independent of the
modulating signal and is equal to the average power of the carrier
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when the modulation is zero. Hence, the modulation process takes
power from the carrier and distributes it among the many sidebands

put does not alter the average power present. This may be demon-
strated as follows by assuming a voltage of the form of Eq. (19-2):

E(t) = A.cos [wct + ¢(1)] (19-63)

The instantaneous power delivered by E (t) to a resistance R becomes

_ E* (1)
P(t) ==
= m»mm cos? [wet + ¢ (t)]
— mM W + W cos [2wct + 2 (1) ] (19-64)

The average power is given by the zero frequency terms in the
expression above since non-zero frequency terms have an average
value of zero. From the previous analysis of FFM and PM waves,
the second term in Eq. (19-64) can be assumed to consist of a large
number of sinusoidal sideband components about a carrier frequency
of 2w, radians/second, and, therefore, the average power contributed
by each of these terms is zero. Thus, the average power is simply

xﬁw

Poe = 5p

(19-65)

This, of course, is the same as the average power in the absence of
modulation.

Bandwidth Required for FM Waves

For the low-index case, where the rms phase deviation is less
than 0.707 radian, Table 19-7 and Fig. 19-6 show that for a complex
signal of many frequencies, most of the signal information is carried
by the first order sidebands. It follows that the bandwidth required
is at least twice the frequency of the highest frequency component
of interest in the modulating signal. This would permit the trans-
mission of the entire first order sideband.

For high-index signals, the quasi-stationary approach indicates
that frequencies out to at least the peak frequency deviation need te
be transmitted. Detailed examination of the Bessel function coeffi-
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cients also leads to this conclusion. For the high-index case, then, the
minimum bandwidth should be at least twice the peak frequency
deviation.

A general rule of thumb (first stated by J. R. Carson in an un-
published memorandum dated August 28, 1939) is that the minimum
bandwidth required for the transmission of an FM or PM signal is
equal to two times the sum of the peak frequency deviation and the
highest modulating frequency to be transmitted. This rule gives
results which agree quite well with the bandwidths actually used
in the Bell System. It should be realized, however, that this is only
an approximate rule and that the actual bandwidth required is to
some extent a function of the modulating signal and the quality of
transmission desired. A more complete discussion may be found in
Reference 5.

EFFECT OF NONLINEARITY ON FM AND PM WAVES

Effect of a Nonlinear Input-Output Characteristic on an FM Wave

Some transmission devices such as electron tubes have nonlinear
input-output characteristics which are a source of distortion to an
amplitude-modulated signal. This was discussed in Chap. 8. For
this purpose, electron tube nonlinearity was expressed by a power
series

i = G0 + W€y + a2eg” + aseq’ (19-66)

The effect of this same characteristic on an FM signal will now
be considered. The FM signal will be taken as

e, = A.cos [oct + &(1)] (19-67)
Substitution in Eq. ﬁw-mwv then gives

1o = Qo + a.A. cos [odf + ﬂ.:.vu + Q\wuﬁen nOmm [wt + AvAnv”_
+ asA,’ cos’ [wet + ¢(£)]  (19-68)

The terms may be expanded and collected :

\mﬁ = Ag + W QN»P&NV .+. AQ\:QA. IT W Q\uxﬁnm v cos Hem.ﬁ + A\VA&VH
+ 5 @A cos [2o +26(1)]

+ M 1A cos [Bwd + 3b(t)]  (19-69)
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The output wave consists of a d-c term and three FM waves cen-
tered respectively at the three frequencies wc, 2w, and 3w. Assume
for the moment that a filter can be used to extract the FM wave
centered at w.; the output becomes

Filter output = Aa_bn + W\ a&mv cos [wet 4+ ¢(t)] (19-70)

The nonlinear characteristic has done nothing more than modify
the gain. This is an important difference between AM and FM and
is one of the reasons why FM is used in the microwave systems
where nonlinear operation of amplifiers and other devices has thus
far been unavoidable at the desired output levels.

Consider now the restriction made to achieve the desired output
above. It is necessary to separate the FM wave centered at o, from the
one centered at 2w.. Denote the peak frequency deviation by AF and
the top baseband frequency by f» cps; by Carson’s rule the FM side-
bands of appreciable power centered about the carrier frequency,
fo cps, extend upward to a frequency of (fc + AF + f») cps. Similarly,
the sidebands centered about the carrier at 2f. extend downward to a
frequency of (2f. — 2AF — f»). The 2AF is required here because the
index of modulation of the FM wave at 2f. is twice as great as the
index of modulation of the wave at f.. Thus, the frequency deviation
will also be twice as great. If the two sidebands are not to overlap,
the following restriction is obtained:

mblmEuI?W?iTEﬂ.T? (19-71)
from which
foe = 3AF + 2fs (19-72)

If this restriction is met, it is possible to recover the fundamental
FM wave without significant distortion.

Limiters

Some devices which are used in FM systems produce distortion
if the frequency-modulated wave is also amplitude-modulated.
Traveling-wave tubes and some types of FM demodulators are ex-
amples. They make it necessary either to prevent amplitude modula-
tion or to provide methods for suppressing it. Amplitude modulation
can be caused by imperfect FM modulators or by transmission devi-
ations which may convert FM sidebands into AM sidebands. It is
therefore not easily prevented.

A limiter is a highly nonlinear device which suppresses any inci-
dental amplitude modulation of a carrier with little effect on phase
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i ; imiter i which removes AM completely and
Boa:_mfo:. n>sasmquzwww~mw o%m\_. This is strictly a mathematical
ha mw”wnéow limiter reduces AM to a fraction of its original value,
mo:nmﬁw.om design, the AM index may be reduced by a mmo.ﬁwn of H.o?
wmwmm mmm frequently referred to as 40 db o_m _.E.M_;Emrm M.mm.
20 log 100 = 40 db). m,cngmnaon.m, in an actual limil mnm her
some conversion of the AM at the input to PM at §.m ou v::. M Hm

d limiter, the PM index will be only a small mnmognz of the \
.wé%mx m;mwvm 2 per cent; this, too, is often measured in db. In this
MMNBH.V_M. the AM to PM conversion is 20 log 0.02 Mgﬂw»wm%. on
contrast, a traveling-wave tube may have —6 db of .%rca.mﬁo%w Mﬂ
version. Finally, a real limiter usually has some bandwi M ortion
due to the necessity to extract the m,g wave .nm:»mwmm at w. fro
total output, as discussed in the vnmfo:m mmncos.. . . o .

Because limiters are highly :os_EmmF.mwm_%mum E<o.7:ﬂma mmws is
difficult. It is also too lengthy and mumn_mrsmm to vm included here.
However, a brief outline of the present status is of interest. The finst

The analysis may be broken EG Z<.o separate EoE.mBm.w M Eﬂw :
is to examine the limiter as a device in order to Em%oﬁ.p S GM mv al
performance (amount of limiting, AM to PM no=<m~.m_ﬂ=. e Mmgm_
terms of its internal construction. \H.,:m second gwmm:ﬁ mm ex mal
performance as given data, and examines the use of t w oSnm: 2
complete transmission system. In :M%meﬁowwgmmm areas can

i alytical situation is satisfactory. o
mmﬂ%ﬁﬂwﬁnwwwwnﬂ MMV the first EoEmS., a .:men n:wnmogﬂwﬁo. ?.mm
quently assumed for study is shown in Fig. 19-10. éwms_. ma_zwsm
signal is sufficiently large, the peaks of the FM wave are ¢ mmvm F.; <
most of the undesired AM is removed. H:m mmﬁ.ﬁovm od_o eo owma
signal infer the presence of many :mwBoEnm.. c,.\?mr may am rem e
with a filter. HEK\ input-output nsmnmoﬁmEmSn. is .om:m Qm vmm 2
limiter characteristic since the amount of AM :B_S.:m. is me:_.Mmg
on the magnitude of the input signal; d.:m. o:mwmoﬁ.m:mﬁ._n is _mmm.w?
because it is discontinuous and because it implies infinite H:.H wi :&
For a truly ideal limiter, the sloping part o.m the ::m«moﬁmzmﬂn wo e
be vertical. The output would then be Eamnmzmmi of the inp
amplitude. In fact, the output So:_.m n.ng oa_.% ?.m Nmno-oﬂwmm_ﬂm
information of the input signal. This, in turn, ::.E_mm that e _w.
formation in an FM wave is defined ooBEmam_%.U% its Nm.no n«dmﬂsm .

As a somewhat better approximation 8. reality, ﬁ.rm nwwn%ﬁﬁw Néw
in Fig. 19-11 has been studied. Here the diodes are idealize ; tha _‘_«,
they are open circuit so long as | d.\Qv | < E, but o":mzmwmm nwnm%
whatever current is necessary to limit V(¢) to values +£ or .
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Fi1G. 19-10. Idealized partial limiter characteristic.

1

I(t)

Fi6. 19-11. Idealized real limiter.

With L and C omitted, this idealized limiter has a characteristic like
Fig. 19-10, but when they are included the situation is drastically
changed. With a steady sine-wave input current of the resonant
frequency of L and C, the output voltage wave is as shown in
Fig. 19-12. This is far from the clipped sine wave usually predicted.
Furthermore, the analysis shows that the location of the zero cross-
ings depends on the input amplitude; i.e., this simple limiter has
level-to-phase, or AM to PM conversion.

Calculation of the performance with sine-wave inputs at fre-
quencies off resonance (the quasi-stationary approach) gives some
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—+E

|\

Fic. 19-12. Waveshape of V (t) for limiter of Fig. 19-11.

Voltage

idea of the limiter action with high-index signals. It appears to be
quite complex. The next step would be to use as the input a low-index
FM or AM wave comprising only the carrier and two small first
order sidebands. This has not been done.

With respect to the second problem, i.e., the performance of a
limiter in a complete transmission system, it is necessary to consider
simultaneous AM and PM of the carrier. This may be written as

M (t) ”\wa_—HHlTM a; co8 AEMN+Q..V“—

- cos _HSL —+ M x; sin (wit + SVH_ (19-73)

As can be imagined, the expansion of this is lengthy, as it involves
not only the usual AM and PM sidebands, but also interaction side-
bands involving products of the a: and x; components. However, some
numerical analysis has been carried out for low-index systems, using
a digital computer. In these calculations, the essentially continuous
baseband spectrum of a multiplex telephone system was simulated
by ten uniformly spaced single frequencies. Each repeater section
was represented by a: transmission network followed by a limiter;
there were ten such combinations in tandem. The gain and phase
distortions of the networks and the amount of AM limiting and
AM to PM conversion in the limiters were given numerical values.
Only first and second order distortions were considered.

The results defy a succinct summary. In general, they show that
it is theoretically impossible to equalize perfectly the effect of trans-
mission deviations of a multi-repeatered system with tandem limiters
by i-f phase and amplitude equalization at the receiving end of the
system, and this is borne out by field experience. It is better to re-
duce the deviations of each repeater by design and by manufacturing
control. That which is unavoidable should be equalized at as close
intervals as is practical. However, some types of over-all equalization

+
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are definitely useful. Two such types are gain equalization for roll-off
(poorer transmission) at high-baseband frequencies and equalization
for linear delay distortion. The latter is responsible for much of the
cross-modulation noise in broadband microwave systems.

The basic difficulty is that an FM sy stem with limiters is inherently
highly nonlinear. Many familiar concepts based on the principle
of superposition have to be abandoned. As an illustration of this,
consider a transmission phase characteristic which rotates each of
the sideband vectors of a low-index FM wave by 45° clockwise.
Figure 19-13(a) shows the undistorted wave at ¢ = 0; here the
carrier amplitude is assumed to be unity and use is made of the low-
index approximation to represent the first order sidebands as X/2,
where X is the modulation index. The vector diagram after trans-

\\
_ 05X [~

~ (a) Undistorted wave
o] 05X

~
-~ ﬂ tan"'1.0X
1

(b) Phase distortion = —45°
for each sideband

(¢) Resolution into
components

(d) Component vectors
> rearranged

\
- 70354X |
~

-~ Qa;io.woux y~|0354X

(e) After limiting

Fi16. 19-13. Effects of phase distortion and limiting — phase modulation
index = X;t = 0.




474 Transmission Systems for Communications

mission distortion is shown in (b). Each sideband vector can be
resolved into components as shown in (¢), and rearranged as in (d).
This is clearly a combination of AM and PM. An ideal limiter re-
moves the AM components, leaving (e). This is a pure PM wave,
but the index of modulation (i.e., peak phase deviation) has been
reduced from X to 0.707X. The baseband output will thus be reduced
3 db.

Phase distortion has thus produced amplitude distortion at base-
band. There is no phase equalization which can restore the sidebands
in (e) to their original amplitude of 0.5X; only a gain equalizer
can do that. In faet, it is clear that a phase equalizer, placed in the
system somewhere between limiters and intended to correct for the
original phase distortion (by rotating each sideband vector 45°
counterclockwise), will result only in a repetition of the process, so
that a second 3-db transmission loss at baseband will ensue.

In general, it can be demonstrated that there is no one-to-one
correspondence between the transmission characteristic of the net-
work ahead of the limiter and the necessary equalizer which follows.
As a result, measurements for equalization purposes which are made
through limiters by ordinary sweep-frequency techniques are not
always useful. One partial solution to this problem is the use of a
frequency-modulated carrier which is swept slowly across the band
of interest. The visual delay and the differential gain and phase
measuring sets use this approach.
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Chapter 20

RANDOM NOISE IN FM AND PM SYSTEMS

The unwanted amplitude and phase modulation pro-
duced by an interfering sinusoid is analyzed for a low-
index FM or PM system. The principles of the analysis
are then extended to determine the modulation caused by
a flat band of random noise. Numerical examples illus-
trate the means of applying the results to the computa-
tion of noise in a low-index FM or PM system. The
problem of analyzing the effect of the interference in a
high-index system is briefly discussed. Other topics in-
clude the comparison of noise in FM, PM, and AM sys-
tems.

From earlier discussions of random noise, it will be recalled that
thermal agitation type noise determines a lower limit to the random
noise level in any electrical circuit, and that additional noise may
be expected from other sources such as electron tubes and transistors.
In previous chapters, the emphasis was on random noise in voice-
frequency and amplitude-modulation systems. In this chapter, the
effect of random noise in phase- and frequency-modulated systems
will be considered.

If an unmodulated carrier wave is combined with a band of random
noise having constant spectral density, the resultant wave is equiva-
lent to a carrier wave which has been both amplitude- and phase-
modulated by random noise. When the resultant wave is demodulated
by either an ideal amplitude detector or an ideal phase detector, a
random noise output is obtained. Since phase modulation and fre-
quency modulation are so closely related, it is obvious that an FM
demodulator will also have a random noise output. However, the
output is not the same in an FM system as it is in a PM system. As
is demonstrated in this chapter, the noise voltage at the output of a
PM system is flat with frequency, whereas the noise voltage at the
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output of an FM system increases linearly %#w frequency. This is
commonly referred to as the triangular noise spectrum of an FM
system. ) .

The analysis in this chapter begins by first considering e.rm un-
wanted amplitude and phase modulation of a carrier éEn.r is pro-
duced by an interfering sinusoidal signal, such as a spurious tone
in the transmission band. For a sinusoidal interference, the fre-
quency modulation can easily be deduced from the phase modulation.
Having developed the necessary equations for this simple case om.w
single-tone interference (which is, of itself, an important UonwS. in
radio systems), the random noise case is treated next by considering
the random noise to be the sum of a very large number of equally
spaced and randomly phased interfering sinusoids of equal peak
amplitudes.

The reader should note that in most of the following sections the
carrier to which the interfering sinusoid or noise is added is assumed
to be unmodulated. The results, however, are applicable for noise
or interfering signals which are added to a low-index FM wave since
most of the power is then in the carrier component. The problem of
high-index systems is treated briefly in a later section.

Amplitude and Phase Modulation of a Sinusoidal Carrier by an Inter-

fering Sinusoidal Signal

The combination of a sinusoidal carrier and an interfering sin-
usoidal signal can be written as:

M(t) = A;cos .t + Ancos [(wc + wa)t + 6.] (20-1)

Carrier Interfering sinusoid
-

4

where

A, = peak carrier amplitude in volts
w. = carrier frequency in radians per second
A, = peak amplitude of interfering sinusoid in volts
(we + w,) = frequency of interfering sinusoid in radians per second
6, = phase angle of interfering sinusoid

The frequency spectrum of this combined signal is shown in
Fig. 20-1. It is not immediately obvious from either the figure or
Eq. (20-1) that the combined signal is equivalent to a carrier with
frequency w., which has been simultaneously amplitude- and phase-
modulated at a radian frequency w.. However, it is shown in the
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. We + wWn

Frequency (radians/second)

F1G. 20-1. Spectrum — carrier plus interfering sinusoid.

appendix to this chapter that when A. << A, an approximation to
M (t) can be written as:

An
A

M(t) m?ﬁ 1+ cos (wat + 6,) g

© COS ﬁ Wt + .M: sin (wat + ?; (20-2)

This result clearly shows that the carrier has both amplitude and
phase modulation at the difference frequency between the inter-
ference and the carrier. The peak phase deviation (or index of
modulation) in radians is given by the ratio of the amplitude of the
interference to the carrier amplitude ; that is,

Ay
A,

Since the phase modulation is sinusoidal, the rms phase deviation
is equal to the peak phase deviation divided by \/2. Hence,

An .
——— radians

An/2

Peak phase deviation =

radians (20-3)

Rms phase deviation =

Q: .
=4 radians (20-4)
where a, = A,/\/2 is the rms amplitude of the interference. The rms
phase deviation will be useful later since, for random noise, the rms
voltage is more easily defined than the peak voltage.
Another point of importance in the random noise case is that w,
can be either positive or negative depending on whether the inter-
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ference frequency is above or below the carrier frequency. Thus, a
noise component at a frequency of either w: 4 wn or wc — w, produces
a baseband output at the same frequency w.. When two such noise
components are simultaneously present (as they usually are), they
add on a power basis, since, in general, they can be assumed to arise

from uncorrelated voltages.
A Vector Representation of the Single-Tone Interference Case

Equation (20-1) can be written in exponential notation as follows:

Real . ‘
EANV = Hum.n.ﬁ Akeausah + >=®:A8n+e=:+as_v
of

mem.~ \.En »» :eai.v

H Umm,ﬁ ﬁ\?m ﬁ. AH + N.m_, m:: VH_ Amo-mv
[6) ¢

The multiplying vector,

K»: :eilav

Hl__l bh@ y

is shown in Fig. 20-2. It is obvious that this vector varies in both am-
plitude and phase as a function of wat. When A./A. < < 1, the peak
phase deviation is approximately equal to A./A. radians, which is the
same result obtained in the previous section.

Vectors are shown in position of peak

phase deviation. Peak phase deviation

&’

is approximately equal to A radians.
c

Fic. 20-2. Vector diagram — carrier plus interfering sinusoid.

Frequency Modulation of a Sinusoidal Carrier by an Interfering
Sinusoidal Signal

The unwanted frequency modulation produced by the sinusoidal
interference is easily obtained from a knowledge of the phase modu-
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lation since the instantaneous frequency deviation is defined as the
time derivative of the instantaneous phase deviation. When the
carrier is much larger than the interference, the instantaneous phase
deviation is given in Eq. (20-2) as:

An

Instantaneous phase deviation = A, sin (wat 4 6,) radians (20-6)

Taking the derivative with respect to time gives:

Anwn

Instantaneous frequency deviation — A cos (wnt + 6,) rad.’sec
(20-7)
The peak frequency deviation is given by :
Peak frequency deviation — V».M:L rad/sec
_ Adfa
- xﬁn] Owum ANOIWV

.H:m. S.:m .b.mncmso% deviation resulting from the interfering
sinusoid is given by the peak frequency deviation divided by /2
Thus, .

Rms frequency deviation = _Awwn
An2 rad/sec
= Addn cps
Az P
_ Qufn
=4 cps (20-9)

It m:o:& be observed that the peak frequency deviation is a function
of the Q_mmwm:no frequency w, = 27f,. Consequently, sinusoidal com-
ponents which are well displaced from the carrier frequency produce
_mwmwn frequency deviations than sinusoidal components close to the
carrier frequency. For the rms phase deviation, it is sufficient to
know the ratio of the rms interference voltage, a, = A./\/2, to the
peak carrier voltage, A.. For the rms frequency amimaom it is
necessary to take into account the frequency of the mimwwmwm:.nm.

In Chap. 19 m.ﬁ was pointed out that the index of modulation (or
WMchmUrmmo deviation) of a carrier modulated by a single sinusoid
lating Mwﬂ.m_mwmm as the peak ?m@:m:n% deviation divided by the modu-
A gna «mncm.:n%. Ooﬂvmzmo: of Egs. (20-3) and (20-8) shows

€ same relation applies here for the case of modulation result-
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ing from the presence of an interfering sinusoid. Thus, in general,
for sinusoidal modulation, a useful relation to remember is:

Peak phase deviation _ Peak frequency deviation
(or index of modulation) =  Modulation frequency

(20-10)

IMustrative Example [

Problem

In order to illustrate the concepts described in the preceding
sections, an example of a single interfering sinusoid will be con-
sidered.

Assume that an FM signal with a 70-mc carrier is frequency-modu-
lated with a 7.75-mc baseband sine wave. Assume also that the peak
frequency deviation is 4 me. A 62-mc sinusoidal interference is added
to the FM wave. If the power of the interfering tone is 40 db below
that of the FM wave, what is the signal-to-interference ratio at the
output of the system?

Solution

Using Eq. (20-10), the index of modulation due to the desired
baseband signal is 4/7.75 = 0.52. This represents, therefore, a low-
index system with most of the power in the carrier. Little error is
incurred by assuming all of the power to be in the carrier. Thus,
since the interference power is 40 db below the carrier power, it
follows that 20 log (A./A.) = —40 db from which 4,/A. = 0.01. The
peak phase deviation produced by the interference is, therefore,
0.01 radian. The peak frequency deviation due to the interference is
given by Eq. (20-8) and is equal to the product of the peak phase
deviation produced by the interference and the difference frequency
f. between the interference and the carrier. Since in this case fn i8
8 mec, the peak frequency deviation is 0.08 me. This may be compared
with the peak frequency deviation due to the transmitted signal to
determine the signal-to-interference ratio, S/N; thus,

S 4
~ = 20log 553

=34db

Amplitude and Phase Modulation of a Sinusoidal Carrier by a Band of
Random Noise

The effects of interference in PM and FM systems due to a band
of random noise about the carrier are considered next. Of interest
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are (1) the total noise which appears in the baseband (important
for television transmission, for example), and (2) the noise in a
particular baseband slot (for example, the noisiest channel in a
telephone multiplex group).

The method of analysis developed in the preceding sections is
directly applicable provided the total noise power in the radio chan-
nel is small compared to the carrier power. The random noise can
be assumed to consist of an extremely large number of sinusoidal
components of incommensurable frequency, of equal amplitude, and
of arbitrary phase. It is convenient to analyze the system noise on a
per-cycle basis; thus, a band of noise N cycles wide will be thought
of as equivalent to N approximately uniformly-spaced sinusoids.
Let A, equal the peak amplitude of a sinusoid having the same power
as a band of noise one cycle wide. The combination of the carrier
and the band of random noise can be written, therefore, as

N
M(t) = Accos ot + M Arcos [(we +wa)t +6.] (20-11)

n=1

Note that Eq. (20-11) is essentially the same as Eq. (20-1) except
that N interfering sinusoids are now being considered instead of
only one. The derivation in the appendix to this chapter shows that
Eq. (20-11) can be written as

M(t) = A (¢) cos [wt + bs ()] (20-12)

where, when the noise power is much less than the carrier power,

N
At = 4] 1+ M mﬁ €08 (@nt + 62) (20-13)

Comparison of these results with Eq. (20-2) shows that, for the
conditions assumed, the principle of superposition holds. That is,
in the random noise case, the amplitude and phase modulation of the
carrier is equal to the summation of the amplitude- and phase-modu-
lation components, respectively, which would have been produced by
m.mo: noise component separately. In general, the amplitude modula-
tion of the carrier by the random noise can be neglected in FM radio
systems if adequate AM suppression (by use of limiters, for example)

M; sin [wat 4 6,] radians (20-14)
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is provided. The phase modulation, on the other hand, will produce
noise in the baseband at the output of the FM or PM detector.

When a single interfering sinusoid was being considered, it was
possible to write directly an expression for the peak phase deviation,
Eq. (20-3). The peak value of N interfering sinusoids can be defined
only if a known relationship exists between the sinusoids, which is
not the case here. Thus, for random noise, it is not possible to write
an expression for the peak phase deviation which is analogous to
Eq. (20-3). The rms phase deviation, however, can be defined. Let
the total rms voltage produced by the N sinusoids be ay. For the case
assumed, where 4; = A; — A,, it follows that this rms voltage is

AV E

n=1

-y N

A =
=g V¥
N (20-15)

where ¢, = A4.,/\/2 is the rms amplitude of each sinusoidal component.
Using these results, the rms phase deviation of Eq. (20-14) can be

written as

Total rms phase deviation an )
due to band of random noise = A radians

~l kﬁﬁ T .
— ——— \/N radians
Ac/2 v

= mw /N radians (20-16)

When N = 1, the above expressions reduce to those previously defined
for the rms phase deviation due to a single sinusoid; that is,

Rms phase deviation due to A, )
a 1-cycle band of noise = Nﬁ /\\ radians
Q\:

=4 radians (20-17)
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PM System Noise

The preceding analysis can now be applied to the specific problems
of noise in the baseband of both PM and FM systems. It will be
assumed that the random noise is flat versus frequency over the band
from fc — fi to f. + fi, as shown in Fig. 20-3(a ), and that the carrier

Carrier frequency spectrum
carrier omplitude = Ac volts Carrier
rms noise voltage in a 1 ¢cps 3

(a) band = a, volts

total rms noise voltoge = a. \/2f1 volts

Rms noise voltage in a Ycps band

V2% Noise 7]

0 \.a - \._ \o \.a + \—
Frequency (cps)

Baseband noise — PM detection
baseband noise per cycle is proportional to rms
phase deviation per 1 cps band which is
an \/2
Ac

radians

(b)

an V21
Ac

— radians

total rms phase deviation = -

\
%

0 fi

Rms phase deviation in a 1 cps band

Frequency (cps)

Baseband noise — FM detection
baseband noise per cycle at f. is proportional to rms
frequency deviation per 1 cps band which is

27 fn @ \/2 radion

Ac second

(¢)

= f

(=]

h

Rms frequency deviation in a 1 cps band

Frequency (cps)

Fic. 20-3. Addition of a flat band of noise to a carrier and resultant base-
band noise in PM and FM systems.
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power is much greater than the noise power. The rms phase deviation
due to the noise in a 1-cycle band at f. 4+ fa, where fn = fi, is ax/A.
radians, as shown in Eq. (20-17). This phase modulation will cause
an rms noise voltage to appear at the output of a PM %ﬁmnmou in a
1-cycle band centered at baseband frequency f.. A second noise ,.\o;-
age of equal magnitude will also appear at fn ch to the noise in a
1-cycle band centered at fc — fn. Since the two noise <o_%mm.mm are un-
correlated, they may be assumed to add on a power basis. Thus, the
total rms noise voltage in a l-cycle band centered at frequency f.
will be proportional to an/2/A.. The ratio an\/2/A. is, of course, n.rm
rms phase deviation produced by two 1-cycle . dﬁ.am of noise
[Eq. (20-16) for the case N = 2], where the specific Ew.muvumﬁwﬁos
has been made that one band is f. cycles above the carrier and the
other is fx cycles below the carrier. Thus, for a PM system, at the
output of a radio receiver with a phase modulation detector,

Rms noise voltage in a 1-cycle band a2
centered at baseband frequency f. = Cpm !M\.Ml (20-18)

where

Cru — transfer constant of PM detector, in output volts per
radian phase deviation

and

% — rms phase deviation, in radians, due to two 1-cycle bands
A of noise, one at f. + f» and the other at f. — f., where f.
is the carrier frequency

It is evident from the above analysis that the baseband .uo.mmm
voltage per cycle in & PM system due to flat random noise is in-
dependent of f.. Hence, the noise spectrum at the output of a E.S
detector is flat versus frequency. The total baseband noise <o§_mm. is
equal to the equivalent voltage resulting from the power summation
of all the 1-cycle band noise voltages. If the baseband extends from
0 to f1 cps, the total rms noise voltage at the output of the PM detector
will be the power summation of fi voltages, each of which has an
rms amplitude given by Eq. (20-18). Thus,

Total rms noise voltage in ; 52
PM system baseband = A\ fi A Cem *v

P QES

M: \V2f1 volts (20-19)
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where

Sn_\/2f1 = total rms phase deviation, in radians, due to a band of
¢ noise extending from f. — fi to f. + f,

Note that this is the same as Eq. (20-16) for the case N = 2f,.

Figure 20-3(d) illustrates the baseband noise spectrum for a PM
system. If telephone multiplex were transmitted over such a system,
all channels would be equally noisy. To find the noise in dbrn at
0 TL, some relationship between the rms phase deviation in the
radio system and the power at the zero transmission level is needed.
This relationship could be stated in a number of ways; a similar prob-
lem occurs in the FM case and is considered in more detail in the
following sections.

FM System Noise

As in the case of the PM system noise, it will be assumed that the
random noise is flat versus frequency over the band from f. — f; to
fe -+ f1, as shown in Fig. 20-3 (a), and that the carrier power is much
greater than the noise power. The baseband noise voltage in an FM
system is proportional to the rms frequency deviation rather than
the rms phase deviation of the carrier. The instantaneous frequency
deviation caused by the noise can be obtained by differentiating the
expression for the instantaneous phase deviation, Eq. (20-14). The
result would be a summation of N cosinusoidal terms, each having a
peak amplitude of wnd./A. or an rms amplitude of w.a./A. volts.
These amplitudes are, of course, the same as those for the single-tone
interference case, Eqs. (20-8) and (20-9), and represent the peak and
rms frequency deviations, respectively, caused by the noise at fre-
quency fc + fa or fo — fa. The total rms noise voltage in a 1-cycle
band centered at f, at the output of an FM detector will be the power
summation of the rms noise voltages due to the noise at both of these
frequencies. Thus, for an FM system, at the output of an FM detector,

Rms noise voltage in a 1-cycle band

centered at baseband frequency f, = Crm Ol

<w|
—4 - (2020

where

Crm = transfer constant (or deviation sensitivity) of FM detector,
in output volts per radian per second frequency deviation
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and

@_Wb\m — rms frequency deviation, in rad/sec, due to two l-cycle
¢ bands of noise, one at f. + f. and the other at f. — f,,
where f. is the carrier frequency in cps and fn = w./27

Note that the baseband noise voltage per cycle in an FM system varies
directly with w, and therefore increases linearly with baseband fre-
quency. This is the so-called triangular noise spectrum of an FM
system and is illustrated in Fig. 20-3 (c).

The total rms noise voltage at the output of the FM detector will be
directly proportional to the total rms frequency deviation of the
carrier. The total rms frequency deviation may be obtained by
integrating the mean square frequency deviation produced by each
1-cycle band of noise and then taking the square root. This is, of
course, analogous to a power summation of the components. Thus,
if the baseband extends from 0 to fi cycles, the total rms noise voltage

will be proportional to

Total rms frequency 7 s
deviation of carrier = a\‘\ ! AEM;V\&WV df
: . -

_ \.mﬂ.|§/\m M_\u rad/sec
- A. 3

Ht@%a\ wu eps (20-21)

The total rms frequency deviation for a portion of the spectrum
is found by changing the limits of integration. A case of particular
interest is that in which the bandwidth under consideration is small
compared to its separation from the carrier. For example, the top
channel in a telephone multiplex signal might occupy a 3-kc band at a
baseband frequency of around 4 mc in a typical radio system. Let the
bandwidth at the top baseband frequency, fi, be equal to 8f, where
8f < < fi. For this case, the rms frequency deviation will be approxi-
mately equal to the power summation of 8f components each having
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an amplitude given by Eq. (20-20). Thus,

Rms frequency deviation due to
two &f bands of noise, one at
fe + /27 and the other at

fe— @ /2m = a\\m\A SE:/\NIVN

A,
= é rad/sec
A, .
== gz\n/\www
= ’.ﬂ cps (20-22)

It mwmn:mﬁ_% happens in practice that the carrier and noise levels
are known in terms of power rather than voltage. For this reason

Eq. (20-22) will be written in an alternative f i
ing relations: ve iform using the follow-

9

An

Pn= watts/cycle (20-23)
and
Al
P, = op watts (20-24)

mm.w«m. R is the circuit impedance at the point where the noise and
carrier <o=mmwm are defined while p, and P. are the corresponding
powers. Substituting in Eq. (20-22) for a. and A. gives the following
m:mwzwﬁ:a expression for the rms frequency deviation due to the
two noise bands each of width 8f.

Rms frequency deviation due to two
bf bands of noise, one at f. + wi/27

and the other at f. — wi/27 = f, a\

/7

n Of
P, cps (20-25)

Noise at 0 TL in an FM System

maeoA M%.Mom.wénm the noise in dbrn at the 0-db transmission level from
Qmﬂwﬁo: ) or .Amo-mmv. some «.m_mﬁo:mEU between the rms frequency
wt e Hobm. signal in the radio m%.mﬂmE and the power of that signal
detector ang MM needed. .Hm.gm deviation sensitivity Cem of the FM
both & e S.meEEmE: level at the output of the detector are

nown, the noise power can be determined. However, it is
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unlikely that either of these values will be w:o&d during the early
design stages of a radio system. As an alternative, .@5:. use can be
made of the relationship between the multiplex Em.u& s}.:ur ﬁr.m
system is to handle and the peak frequency deviation which this
signal will produce. Chapter 10 discusses and shows how to deter-
mine the peak load, Ps, which an AM carrier telephone system must
be designed to carry. If this load is now applied to an m,z system,
the peak frequency deviation produced in the m%mﬁm.B is amwms to
correspond to the peaks of a sinusoidal baseband m_m.E:. having a
power of Ps dbm at the 0 TL. The peak frequency deviation mo.u the
system is usually established early in the design, at least tentatively,
so that this factor together with the value of Ps for the load to be
carried will permit the system noise to be evaluated. If n.wm.vmm.w
deviation is AF, and the variation is sinusoidal, the rms deviation is
AF/\/2. Let F denote this rms value, which will now be assumed
to correspond to the power (or rms voltage) oM Ps dbm at the 0 TL.
Clearly, any rms frequency deviation equal to F' will produce Ps dbm
at the zero level. Conversely, the baseband power P, in agm_ at the

zero level produced by any other rms frequency deviation f can be
expressed as follows:

P, = Ps + 20 log dbm at 0 TL (20-26)

"Jl]““l

where

F — rms frequency deviation produced by the baseband signal Ps
f

— rms frequency deviation produced by any other signal having
a power of P, dbm at 0 TL

It follows, then, that if f represents the rms frequency deviation
due to a band of noise, P, will represent the resulting baseband soa.m
power. For the case of noise in the top message channel, an approxi-
mate expression for 7 is given by Eq. (20-25). Substituting this
equation in Eq. (20-26) gives
fr o/ padf

P, = Ps + 20 log 7 P

dbm at 0 TL (20-27)

In practice, p. and P. are usually expressed in dbm/cps and dbm,
respectively. Furthermore, reference is usually made to the peak

frequency deviation AF = \/2 F rather than the rms deviation F. For
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these reasons it is convenient to rewrite Eq. (20-27) in the form
P, — Ps + 20 log M@n + 10 log 25f

+ P _ dbm /cps — P, _ dbm dbm at 0 TL ANOINWV

Equation (20-27) or Eq. (20-28) gives the noise in dbm which
would be measured at 0 TL in a narrowband 8f cps wide due to fluctu-
ation noise having a power density of p. watts per cycle (or p. dbm
per cycle) at a point where the carrier power is P, watts (or P. dbm).
The multiplexed telephone channel is located at a baseband frequency
fi, and AF is the peak frequency deviation of the FM system. Nor-
mally, multiplexed telephone channels are spaced at 4-kc intervals
and have an effective noise bandwidth of 3 ke. Thus, 8f is normally
assumed to be 3 ke.

Equation (20-27) is the basis for a simple procedure which is
occasionally used to determine the noise at 0 TL due to fluctuation
noise in the FM portion of the system. Substituting AF = /2 F
permits writing Eq. (20-27) as

Pn= Ps + 20 log b_u + 10 log NWE dbmat 0 TL  (20-29)
The calculation is first made for a channel located at a baseband
frequency equal to the peak frequency deviation. This makes
20 log fi/AF = 0. The ratio of carrier power to noise power in a band
25f then determines the quantity 10 log P./28fp, db. The noise at 0 TL
is then this number of db below Ps. Since the noise varies at 6 db per
octave as a function of channel location, it is a simple matter to deter-
mine the noise in any other channel. In practice, when p, and P. are
given in dbm/cps and dbm, respectively, Eq. (20-28) rather than
Eq. (20-27) is used for this calculation.

Illustrative Example II
Problem

The preceding analysis can be illustrated by determining the noise,
in dbrn at the 0 TL, in the noisiest channel at the output of an FM
system due to the thermal-type noise contributed by each repeater.
The system constants will be assumed to be as follows:

1. Baseband signal: 1000 single-sideband telephone multiplex
channels. Each channel is 3 ke wide; the spacing between chan-
nels is 4 ke. The baseband signal is thus 4 me wide and will be
assumed to extend from 0 to 4 me.
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2. Repeaters: The system consists of 100 repeaters in tandem.
Each repeater has an input carrier power of —30 dbm and a
noise figure of 12 db. The repeater bandwidth is 20 me.

3. Peak frequency deviation: 4 me,

Solution

First, a check should be made to insure that the total noise power is
small compared to that of the unmodulated carrier. Thermal noise
at room temperature is —174 dbm/cps. The noise power in a 20-mc
band is 10 log 20 (10°) = 73 db higher, or —101 dbm. Increased by
the 12-db noise figure, the total noise power at the input to a single
repeater is —89 dbm. For 100 repeaters in tandem, the total noise
power at the input to the last repeater will be 10 log 100 = 20 db
higher, or —69 dbm. With an unmodulated carrier power of —30 dbm,
the carrier-to-noise ratio at the input to the last repeater is thus
39 db, which is more than adequate to meet the requirement.

Using the methods of Chap. 10, Ps for this system is about +24 dbm

(based on V, = —12.5 vu, o = 5 db). This signal produces a peak
frequency deviation of 4 mc or an rms frequency deviation of
4/7/2 = 2\/2 me.

The noisiest channel in an FM system will be the top baseband
channel due to the triangular noise spectrum of the system. The
noise in a 3-kc band located at 4 mc on each side of the carrier
produces an rms frequency deviation of the carrier given by
Eq. (20-22), repeated here for convenience:

Rms frequency deviation — g
The only values not clearly given in this problem are a. and A.. Since
thermal noise is —174 dbm/cps and the noise figure is 12 db, the
noise power at the input to a single repeater is —162 dbm/cps. The
carrier at this point is —30 dbm. The peak power of a sinusoidal
signal is 3 db higher than the average power; hence, the peak power
of the carrier is —27 dbm. Therefore, the ratio of the noise power
in a 1-cycle band to the peak carrier power at the input to one
repeater is —162 — (—27) = —135 db. This ratio is, of course, pro-
portional to a.’/AZ2. Thus, 20 log a./A. = —135, from Sr.a_‘.
an/Ac = 1.78 (1077). Substituting this into Eq. (20-22) and solving
for the rms frequency deviation, which for convenience will be

denoted by f, gives

F= (178 X 1077) (4 X 10%) \/2(3 X 10%)
= 55.2 cps
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From Eq. (20-26), the noise power in a 3-kc band at 4 me due to a
single repeater is thus

l[“‘sl

P, = Ps 4 20 log -

~

55.2
(4 X 10%) /\/2
= —70 dbm at 0 TL

=24 4 20 log

For 100 repeaters, the noise power would be 20 db higher, or —50 dbm
at 0 TL. This corresponds to 88 — 50 — 38 dbrn at the zero level,

To illustrate the alternative approach using Eq. (20-28), the carrier
power P. at the input to a single repeater is —30 dbm. The random
noise power p, is —174 dbm per cycle increased by 12 db to account
for the receiver noise figure; i.e., p, = —174 + 12 = —162 dbm/cycle.
The factor 10 log 28f equals 37.8 db for 6f = 3 ke. Thus, the ratio of
the carrier power to noise power in a 6-kc band is —30 — (—162
+ 37.8) = 94 db. Since the peak frequency deviation is 4 me, the
baseband noise P, at 0 TL in a channel located at this frequency will
be 94 db below Ps;ie., P, = 24 — 94 — 70 dbm. Since 4 mc is the
location of the top channel, this will be the noisiest channel. For 100
repeaters in tandem, the noise at 0 TL will be —70 + 10 log 100 =
—50 dbm or 38 dbrn.

The baseband noise spectrum has a 6-db-per-octave slope. Thus,
the noise in telephone channels located below 4 me will be less. For
example, the noise in a telephone channel at 2 me would be +32 dbrn.
The channel noise versus frequency of channel is shown by the solid
line in Fig. 20-4. The dashed line will be explained in the next section.

Comparison of FM and PM System Noise

The analysis of the previous sections has shown that the random
noise in a telephone channel at the output of an FM system is de-
pendent on the frequency of the channel. Thus, if the top channel
just meets requirements, the lower frequency channels have un-
necessary margin. This is not very efficient.

In a PM system on the other hand, the noise is the same in all the
telephone channels, since the phase modulation due to the signal and
that due to the random noise are both flat with frequency. In this
section, the noise in a PM system is compared with the noise in the top
channel of an FM system, under the condition that the rms frequency
deviation caused by the transmitted signal is the same for the two
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Fic. 20-4. Noise per channel at the output of the FM system, considered
in Illustrative Example II.

systems. In addition, it is assumed that the power spectrum of the
baseband signal is flat from 0 to fi cps.

An easy way to approach this problem is to compare the output
of an FM modulator with the output of a PM modulator where the
PM modulator consists of a differentiator and an FM modulator
(see Chap. 19). This"is shown in Fig. 20-5. In the first case, where
an FM wave is produced, the power spectrum, S, of the signal applied

Baseband FM , M

¥ wave

signal modulator

‘Signal spectrum = § Signal spectrum = Sar.

Baseband Differen- EM PM

signal tiator modulator wave

Fi1G. 20-5. FM and PM modulators.
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to the FM modulator can be written as

S = a* watts/cps

0<f<ficps 20-30
= 0 elsewhere ( )

The total baseband power applied to the FM modulator is
FM power = a2 f; watts (20-31)

In the second case, where a PM wave is produced, the power spec-
trum Sairr of the signal applied to the FM modulator is parabolic. This
is because the voltage spectrum at the output of the differentiator is
proportional to the frequency (e.g., if the input is A, sin wyt, the
output is A.w, cos wit), and the power spectrum is proportional to the
square of the voltage spectrum; that is, Sasr — kf?, where k is a con-
stant. If, for the moment, the power spectrum in the top channel at
the differentiator output is set equal to that in the FM case (a%), it
follows that k = a?/f:? and the expression for S becomes ,

o a?

Saiff = 77 f* watts/cps 0<f<ficps (20-32)

= 0 elsewhere

From this, the total power applied to the FM modulator is
i a?
PM power H\ 7z f? df
1
0

1
=3 a*f watts (20-33)

The signal levels in the top channel have been set equal at the FM
modulator input for both cases. The frequency (or phase) deviation
caused by the top channel signal will be the same, therefore, in the
two systems, and the top channel S/N ratios in the radio links of the
two systems will be identical. At baseband output, the 0 TL noise in
the top channels of the two systems must therefore be the same.
moiw,\mﬁ the total power applied to the FM modulator which is
producing phase modulation is only one-third as great as that applied
to the other Bom&mmow. Therefore, the rms frequency deviation is
less by a factor of V3. To make the rms deviation the same for both
cases, #Wm signal level in the PM system must be raised by
No log \/3 = 4.8 db. Thus for the same rms frequency deviation, there
1s a 4.8-db signal-to-noise advantage for pure PM over pure
FM. In oﬁ.:mw words, for the same rms frequency deviation, the
random noise in each of the channels at the output of a PM system

|
»
;
,
i
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i ise i he output of an
is 4.8 db below the noise in the worst channel at t e ou :

FM system. This advantage is shown by the dashed line in Fig. 20-4
for the illustrative problem of the previous section.

Pre-emphasis and De-emphasis

Closer examination of the use of a differentiator and an FM Bomw-
lator to obtain phase modulation reveals a E.oEmmP ECmS.mﬁma in
Fig. 20-6. The signal output of the differentiator is Q..E:.m:_mw, as
shown. However, thermal noise which exists E the circuit at the
output of the differentiator has a mvmoch.igo? for purposes of
this example, will be assumed to be flat with ?m.ncmsn%. Qﬁ low
frequencies, for example, the noise may actually increase with am-
creasing frequency, perhaps at a 1/f rate.) .P." the lowest frequencies
of interest, the noise power may exceed the mumsw.u power. Therefore,
it is impractical to provide pure phase BomEmSon of the U&._mmdmsm
signal by this method. Some improvement in the o<9..-w= noise per-
formance of the system can still be obtained, however, if the Q_m.mnm:-
tiator is modified to provide phase modulation only at S,.m ?mrmw
frequencies and frequency modulation at the ~o€m.~. frequencies. ‘;mm
approach to improving the system signal-to-noise performance is
generally referred to as pre-emphasis.

V' (t) + thermal noise PM signol
; e
F Differentiator FM modulator

\ 4

3 = Noise V) e
> = F Im 2 hm Due to signal
g b K N_
< : Rz
= XA XIS
f—" f— [ —= f
Spectrum Transmission Spectrum of vrnum.
of V(t) of differentiator V’(t) + noise modulation

Note: Vertical scales arithemetic.

Fic. 20-6. Noise problem when FM modulator and differentiator are used
to obtain phase modulation.

In general, pre-emphasis is produced by @mmmmsm. the .wmmm.cm.sm
signal through an appropriate network before the Zmz& is muw:ma
to the M modulator. Thus, as illustrated in Fig. mo-m. a differentiator
is actually a form of a pre-emphasis network which shapes a flat
spectrum so that it has a triangular or +6-db-per-octave envelope.
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A pre-emphasis shape which would avoid the noise problem of
Fig. 20-6 is illustrated in Fig. 20-7. Here, shaping is done only at the
higher baseband frequencies, resulting in phase modulation at these
frequencies and frequency modulation at the lower frequencies. When
pre-emphasis is used ahead of the FM modulator, the baseband signal
at the output of an FM demodulator, at the receiving end of the Sys-
tem, will have the same shape as the pre-emphasized signal. A de-
emphasis network, having a characteristic opposite to that of
the pre-emphasis network, is connected to the output of the FM
demodulator to restore the baseband signal to its normal shape.

(t - i Vit thermal noise
Vit) Pre-emphasis 1(t) + therm FM modulator
network
g
—~ ]
- = 2 3
g > 3| v @
> = > Noise
V0 = )
) P UALARNAR RN AR
f— =
Spectrum Transmission of Spectrum of Angle
of V(1) pre-emphasis Vi(t) - noise modulation
network

F16. 20-7. Pre-emphasis with F M modulator.

Broadcast F'M uses a pre-emphasized signal similar to that illus-
trated in Fig. 20-7. De-emphasis is provided in the individual home
receivers. It should be noted that any system which is neither pure
FM nor pure PM is usually referred to as an FM system. In fact, it is
rather common practice to use the term frequency modulation to
denote any form of angle modulation.

The 4.8-db advantage of PM over FM derived in the previous
section is the maximum advantage which can be obtained by pre-
emphasis in front of an FM modulator. Since noise prevents the use
of pure PM, only about 3 to 4 db of improvement in the top channel
noise can actually be achieved in practice through the use of suitably
shaped pre-emphasis. Figure 20-8 shows the transmission character-
istic of the pre-emphasis network used in TD-2 for telephone trans-
mission. When this network is introduced in front of the FM modu-
lator, it is apparent that the rms deviation will be reduced. In prac-
tice, the introduction of the network is accompanied by an increase
in gain of the amplifier preceding the modulator which restores the
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i i - hasized value. The
approximately its unpre .mEU . :
bination omﬁmﬂ,m.mavgmmm network and Eo«m»mmm Esu:mmm %wﬁ:
rest _mzw: signals in the neighborhood of 1 me being unaffected by
H.Mm:.m»“.om:ozos of the pre-emphasis dmﬁiou.w. Lower muma:msw
ﬂ.m H% re attenuated while higher frequency mwmﬁm_m _.:.&B.mo Mqﬂw m.
foatior i In TH, stepped pre-emphasis is :mmmw in which eac 600-
mwo,msoz_. Bmmnmnm.nosc has a different S.wsmgmwmﬂo.: level mﬁ. %M :WEM
M Nﬂwmﬂg terminal transmitter. Mastergroup 2 Ww ﬂ.m:mﬂ;"m M.m me
¥ 7.5 db higher than m -
i d mastergroup 3 about 7. :
mnwwuwwm:m,ﬂmwzmuwmnm.mamﬁ avoids the use of special networks, but
g .

rms deviation

Chap. 20 Random Noise in FM and PM Systems 497

black and white transmission. There are two ways of viewing the
manner in which predistortion helps the transmission of a color signal.

First, from the quasi-stationary viewpoint, the exact frequencies at
which the 3.58-mc color subcarrier and its sidebands are being trans-
mitted through the system vary according to the amount of grayness
in the picture, which is changing at a relatively slow rate. These
changes in transmission frequencies result in variations of the am-
plitude and phase (called differential gain and phase) of the 3.58-mc
color carrier, which affects the hue and intensity of the colors. Pre-
distortion, by reducing the amplitude of the low-frequency components
of the TV signal, reduces the excursions of the 3.58-me carrier and

' : 1 noise is . . . :
only about 2.5 db of improvement in the top chamne accordingly reduces the differential gain and phase. _
achieved. From a second, and more precise, viewpoint, the transmission dis-

tortions of the system produce intermodulation products between the
16 \u\l‘l\JnIH\‘ ’
14 /

_ color carrier and the low-frequency components of the TV signal.
* (The effects of transmission distortions are discussed in Chap. 21.)
These intermodulation products fall in the color band and affect the

1 .
N\ Telephone pre-emphatis color transmission. Reducing the amplitude of the low-frequency

components reduces the magnitude of the modulation products in
which they are involved and thereby improves the color performance.

FM Advantage

It is possible to get better signal-to-noise performance in a fre-
quency modulation system than in an AM system with the same
transmitted power. To achieve this advantage, however, it is neces-
sary to use large indices of modulation. Higher order sidebands .

p 10 become important, and a wider bandwidth is required than would be
0. 03 ! necessary for the corresponding AM system. The improvement in
Frequency (mc) the signal-to-noise performance which is obtained by using wider
- bandwidths is sometimes referred to as the FM advantage. To
examine this quantitatively, a single-sideband AM system with sup-
pressed carrier will be compared with an FM system. The peak
power is assumed to be the same for both systems.

In the AM system, let

Ps = power in dbm, at 0-db transmission level, of the largest sine

Loss (db)

0.01 0.05

Fic. 20-8. Typical pre-emphasis network characteristics.

o shows the baseband wrmvwzm used in %U&w MMM
televigion transmission. For TV :wsm.awmm_o:, the baseban M_ Mwwwm.
i lly referred to as predistortion rather than pre-e .vr-m .
MmmMWMMMmMQ in Chap. 16, a TV signal is more ﬁo_owmzﬁ oM wwﬂmvvm.om wave that the system is designed to transmit
quency noise than low-frequency, S0 MM..M.M%MWMB%WNMM .SN_ e baseband, N = noise in dbm in a 3-ke band at some low-level point (for ex-
to improving the noise performance d of the FM ample, a repeater input). . .

is not required. Instead, .zgm he transmission of the color in- Py = power in dbm of Gm largest sine wave z.:m; ,ﬁr.m system is de-
terminal demB:ﬁmﬁ to HBv.nog W e s% SISO o time olor in- signed to S.m:mg_.ﬁ at ::w Eé;gﬁ point in the system.
formation. In c%wmmﬂn%mw “ww”m%ww MM_S. TV signal. Because of this, (Hence, Ps — Py is the gain in the system between the low-
carry either a blac

i level point and zero transmission level )
w i tial for .
i jion i used even though it may not be essen
predistortion 18 always

Figure 20-8 als

signal is predistorted ahea
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The noise in a 3-kc telephone channel at 0-db transmission level can

then be written as
Noiseam — Ps — Ps,. + N dbm (20-34)

In the FM system, two additional quantities are defined. These

are the peak frequency deviation and the center frequency of the top
telephone channel, where the noise will be the highest. Thus,

fi M center frequency of top channel in cps.
The rms frequency deviation due to the noise centered at f. + fi

and f. — f1 is given by Eq. (20-22). Let f denote this rms deviation.
Thus,

AF = peak frequency deviation in cps.

W“ Qs:.?/\mm.x (20-35)
A.

This rms frequency deviation can be related .ﬁo the AM system
parameters, previously defined, as follows. Taking 20 log of both
sides of Eq. (20-35) gives

20 log F = 20 log a. \/28f — 20 log A. + 20 log f:

— 101og (a.\/28f) ' — 10log A"+ 20 log f1  (20-36)

25f7)? represents the noise power in two 8f
W%Mmmm.mw:w Whmmo Aﬁﬂam W\ommmmvg:mMm an volts/ o.cm acting mowo.mm the sys-
tem impedance. Note that because of the H..mSo. .?_\mps the _vammsmm
cancels and is therefore not important E.Q:m problem. If &f is
3 ke, it follows that at the low-level point in the system, the ﬁmﬂ:
10 log (a» \/25f)% can be written as equal to N + 3 dbm, the
3 db being due to the presence of two 3-ke bands. In a similar BMEEW.,
the term 10 log A.2; which represents the peak carrier power, can be
written as equal to Ps. + 3 dbm. This follows from the assumption
that the peak power in the two systems is the same; the 3 db N.thmw
the average power at the _oi-_oéw point to the peak power at tha
point. Thus, Eq. (20-36) can be written as

20log f = (N +3) — (Ps. + 3) + 20 log f,
* =N — Ps. + 20 log fi (20-37)

The rms frequency deviation f will produce a baseband noise voiWn
which can be determined from AF and Ps, using Eq. (20-26). ﬁme n
represent the FM system noise power in the top 3-kc channel; thus,
Eq. (20-26) can be written as

Noiserm = Ps + 20 log f — 20 log F (20-38)

Chap. 20 Random Noise in FM and PM Systems 49

Use of F = AF/\/2 and Eq. (20-37) reduces Eq. (20-38) to

Noisery = Ps — Ps. + N — 20 log %/w 5 (20-39)
Substituting Eq. (20-34) gives
Noiserm = noiseam — 20 log % (20-40)
Equation (20-40) shows that the FM advantage is
FM advantage = 20 log \_FMW (20-41)

Unless the peak frequency deviation is equal to or greater than
the \/2 times the frequency of the top telephone channel, the FM
advantage is negative. For an FM system where the peak frequency
deviation is equal to the frequency of the top transmitted channel,
the FM advantage is —3 db, and the noise in the top channel would
be 3 db higher than in a single-sideband AM system. With pre-
emphasis, the FM advantage can be raised to about 0 db when the
peak frequency deviation is equal to the frequency of the top channel.

By the approximate rule due to Carson mentioned in Chap. 19, the
bandwidth required to transmit an FM (or PM) signal is twice the
sum of the peak deviation and the top baseband frequency. When
these are equal, the required bandwidth is therefore four times the
top frequency. Since a single-sideband AM system can be trans-
mitted in a bandwidth equal to the top frequency, the pre-emphasized
FM system requires at least four times the bandwidth of the AM sys-
tem to achieve the same noise performance.

The apparent advantage of AM from the point of view of band-
width utilization would appear to favor this form of modulation in
microwave radio systems. As discussed in Chap. 17, the practical
problems associated with obtaining linear amplifiers with adequate

gain and power output make the use of AM impractical at the present
time.

Interference and Random Noise in Large-Index Systems

The analysis of the preceding sections assumes that the carrier is
essentially unmodulated, or, equivalently, that the system is low-index
with most of the power in the carrier. When the signal modulation
on the carrier cannot be neglected, a more complicated equation,
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Eq. (20A-18) of the appendix, applies. The phase distortion (or
instantaneous phase deviation) due to the interference is, from

Eq. (20A-18),

Phase distortion = M % sin [wnt + 0.(t) — ¢ ()] (20-42)

n=1

If A.(t) = An and 6.(t) = 6. (i.e., if both are constants),
Eq. (20-42) becomes

m, Sin [wat + 6 — ¢ ()] (20-43)

N
Phase distortion = M

n=1

In these equations, ¢ (t) represents the desired phase modulation of
the carrier by the baseband signal.

Equation (20-43) shows that each of the noise components is
actually an FM wave with the same index of modulation as the
original signal. Therefore, if the sideband energy of the trans-
mitted FM wave is small, the sideband about each noise component
will also be small.

The frequency modulation produced by the noise is obtained by
taking the derivative of Eq. (20-43). Thus,

|~

Frequency deviation =

IS

¢

¢

M m,. Sin [wat + 6, — ¢ (£) ]

= M M“_ _..E._I'Av\:v“_oom _”S:m+®=|$9vu

(20-44)

For high-index systems where the number of random noise com-
ponents is small, the expression above may lead to results which are
quite different from those obtained for a low-index system. However,
when the interference consists of many components, such as is the
case with random noise, the spectrum of the phase distortion term is
usually relatively flat with frequency even though it consists of a
large number of small FM waves instead of a large number of
individual noise components. The frequency deviation obtained by
taking the derivative therefore tends to have a triangular spectrum
which, for all practical purposes, is the same as the one obtained for
a low-index signal.
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Breaking Region

The previous sections have treated the phase and frequency
modulation which is produced by random noise when the tota] :ommum
power is much less than the carrier power. As long as this is the
case, the signal-to-noise ratio in the baseband output varies linear]
with the signal-to-noise ratio in the FM or PM portion of the m%mﬁm:_%
When the carrier power is less than about ten times the noise voiaw.
this linearity no longer holds and the output signal-to-noise gam
decreases faster than the input signal-to-noise ratio decreases. In

this region, which is referred to as the breaking region, the system
rapidly becomes unusable.
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Fie. 20-9. Mﬁﬁn& effect of breaking region on output noise during deep
ades.

This effect is illustrated in Fig. 20-9 for a system in which the
output signal is kept constant during the fade by an automatic gain
control. Consequently, the gain increases as the radio signal fades
and the output noise increases linearly with the depth of fade E;:.

M”M breaking region is reached. The noise then increases at a faster
e.
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Fic. 20-10. Baseband noise versus frequency.

The onset of breaking as it affects noise appears first at low-base-
pand frequencies as illustrated in Fig. 20-10. If this noise is mon-
itored on headphones, it will manifest itself as intermittent “clicks”
which become more frequent as the breaking region is approached.
Beyond the breaking region, as the carrier-to-noise ratio is decreased,
the clicks rapidly mécge into a crackling or sputtering sound.

An examination of Fig. 20-10 shows that the noise which appears
in the breaking region has a flat spectral density and is superimposed
on the normal triangular FM noise spectrum. To illustrate qualita-
tively how this additional flat noise is generated, reference will be
made to the vector diagram of Fig. 20-11. For small amounts of
noise, the tip of the resultant vector will normally reside in the

0 Carrier Q

Fic. 20-11. Illustration of effect of noise on carrier phase.
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neighborhood of the point Q. When the carrier-to-noise ratio is
reduced to a value of about 12 db or less, the noise vector will
occasionally exceed the carrier amplitude as illustrated by the vector
OP’. If the direction of the noise vector is such that the tip of the
resultant P’ is in the neighborhood of the origin O, this resultant
vector may undergo sudden phase jumps of m or 27 radians. This is
illustrated in Fig. 20-12(a) which shows the phase of the resultant
as a function of time. Since the baseband output of the FM system
is proportional to the instantaneous frequency or the rate of change
of phase, the phase steps of Fig. 20-12(a) correspond to frequency
spikes as illustrated in Fig. 20-12 (b). It can be shown that the spikes
resulting from the 27 jumps have considerably more low-frequency
content than the 7 jumps and are therefore the major noise contrib-
utors. These spikes give rise to the audible clicks mentioned pre-
viously and have a spectral density at baseband which is approxi-
mately flat. As the carrier to noise ratio decreases, the number of
spikes per second will increase, giving rise to the growing flat portion
of the spectrum in Fig. 20-10.

Quantitative methods for determining the amount of baseband
noise in the breaking region are discussed in References 3 and 4.

Phase angle of resultant, 6(t)
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Fi1c. 20-12. Phase angle and instantaneous frequency of resultant vector
shown in Fig. 20-11.
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APPENDIX

In this appendix, the effect of an interfering signal on an FM
signal is derived for a completely general case. Approximate ex-
pressions for special cases are then obtained by appropriate sub-

stitutions.
Let the FM signal be given by
S(t) = Accos [wt + ¢(2)] (20A-1)

where

A. = peak carrier amplitude
w. = carrier frequency, in radians/sec
¢ (t) = angle modulation in radians

The interfering signal can be expressed as
I(t) = An(t) cos [(we + wa)t + 0a(t)] (20A-2)

where

A, = peak amplitude of the interference
A, (t) = amplitude modulation of the interference
w. + w. = frequency of interference, in radians/sec
0. (t) = angle modulation of the interference

The combination of the desired FM signal and the interference is

M(t) =S +1(t)
= A, cos [wct. S ¢(t)]
-+ An(t) cos mAen -+ wn)t + QzvaH_ ANO>|wv

Equation (20A-3) can be written as
EQV _ WMWM A»ﬁ m:enie:: |T\~ Anvm\:eﬁ#e:,:m:::v
of

L -

=| part

Real JA»& m:e%f»?:v
of ’

AH.T .»“_»T& m:ekiz:vle::v Amobut
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For convenience define

p=wnt+0a(t) — $(t) (20A-5)
b— Aq(t)
= q (20A-6)

Substituting Egs. (20A-5) and (20A-6) into Eq. (20A-4) gives

[ Real |

;«:3 fasd UMMﬁ p Abn m:f?&::VAH + @m%v

" Real | .
=| part Axr g/t o v (1 + becosp + jb sin p) (20A-7)

[ of

If
- b sin p
— | St
® = tan T+obcosp (20A-8)
Eq. (20A-7) can be written as
ﬁ Hﬂmm~ ] ilw t+¢(t)]
3 . Jlw t
M(t) = bwm.ﬁ | Amn € ¢ v (V(1 4 beosp)?+4 (bsinp)? e®)
w.mm.~ ] il t+o(t)+o
= vwm.d A\r% et ret _v?\u. + 2b cos p + b?)
= A:V/1+ 2bcos p 4 b2 cos [wt + ¢ (¢) + D] (20A-9)

Equation (20A-9) is the general result and indicates the amplitude
and phase modulation of the desired signal that is produced by the
interference.

m< nonmEm.mem trigonometric manipulation, not given here, the
serles expansion for ¢ to third order terms can be shown to be

b?
2

®=bsinp— mmzmb+%m§wbl ..+ (20A-10)
If b= A.(t)/A.is small, that is, if, for example,

Maximum | b | < 0.1, (20A-11)
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the higher-order terms of Eq. (20A-10) can be dropped. In addition,
the amplitude term of Eq. (20A-9) can be written as

V1+2bcosp+ b =1+ bcosp (20A-12)
Thus, for this condition, Eq. (20A-9) reduces to
M(t) = A. [1 4 b cos p] cos [wt + ¢(f) 4 b sin p]

~A.l1 +Enom [wat 4 6:(%) fﬁﬁv.._“

A

- co8 | wt + o (t) + % sin [wat 4 6.(t) — ¢(1)] _
(20A-13)

If

A.(t) = A, (i.e, a constant)
¢ (t) = 0 (i.e., the desired carrier is unmodulated)

0.(t) = 6. (i.e., a constant),

Eq. (20A-13) becomes

M) m?T + A2 cos EL+?L

. cos ﬁ wet + M,_ sin (wnt + ?; (20A-14)

which is the same as Eq. (20-2).
When there are a number of interferences, Eq. (20A-2) can be

<

written as .

N
I(t) = Y Au(t) cos [(@c 4 @n(t) + 6:(t)] (20A-15)
n=1
The equations following (20A-2) are modified accordingly. If b in
Eq. (20A-6) is replaced by by, i.e., if

b, = Antl). (20A-16)
A,
and
N
Maximum Y, (ba)? < 0.01, (20A-17)

n=1
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Eq. (20A-13) becomes

N
M(t) = A {14+ M .WM:

n=1

08 [wnt + 6. (t) — ¢ (t)]

N
cos et + (1) + D, A0 sin [wt 4 0,() — g(1))
n=1
(20A-18)
and Eq. (20A-14) becomes

An cos (wat -+ 6,)

N
M(t) =A. | 1 +M =

n=1

N
- €08 | wet + M WP sin (wat + 6,) (20A-19)
n=1

Equation (20A-19) can be written in the form

M(t) = A(t) cos [wet + ds(t)] (20A-20)
where
N
A(t) = A |1+ M M“.. €08 (wat + 6,) (20A-21)
N
s (t) = M m, Sin (wat + 6,) (20A-22)

n=1
Equations (20A-20), (20A-21), and (20A-22) are identical to
Egs. (20-12), (20-13), and (20-14) .

In Eq. (20A-13), the frequency of the interference at baseband is
obtained from the expression P = onl + 0.(t) — ¢(t). When the
interference is a pure sinusoid [i.e., when 6.(t) = 6.], and when there
is no modulation on the desired carrier [i.e.,, ¢(t) = 0], the inter-
ference produces a steady tone at baseband frequency w, rad,/sec.
However, in any practical situation, the desired carrier is always
Boaimﬁma, even if only with unavoidable residual FM from noise
(In particular, power supply harmonics) in the FM terminal trans-
B_.ﬁ.gw. As a result, the baseband interference due to a fixed inter-
fering tone will be frequency-modulated; that is, a steady baseband
tone will not result. This is of considerable importance in tone inter-




508 Transmission Systems for Communications

ference analysis (Chap. 22) and when relatively narrowband
selective analyzers are used in interference measurements of actual
systems.
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